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Abstract 
Stock Market prices have always been unpredictable resulting in a lot of risk for its 

investors. This proposal uses machine learning techniques (Decision Tree, Random 

Forest, Adaptive Boosting (Adaboost), eXtreme Support Vector Classifier (SVC), 

Logistic Regression and deep learning methods such as Long short-term memory 

(LSTM) to build modules that can be used to predict accurate stock prices reducing 

the chances of risk and increasing in gains. In this proposal the National Association 

of Securities Dealers Automatic Quotation System (NASDAQ) stock data is being 

used which has been extracted from Yahoo Finance to predict and analyze various 

Stock Progressions.  
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1. Introduction 
Forecasting stock exchange prices is one of the complex problems that can be solved by machine learning and deep learning 

techniques. The stock data is always nonlinear and does not follow any particular pattern and is governed by multiple factors  

such as nature of markets, investor ideology, performance of various public companies, politics etc., which need complex 

mathematical calculations to understand and predict it. It is essential that the stock market information should be effectively 

and efficiently processed before it is fed to various machine learning models. Using this mechanism, the stock and index 
values can be predicted with greater accuracy. Stock market prediction system will help immensely to stop losses that might 

incur due to sudden falling up stock prices can benefit the traders and stockholders. The machine learning models have the 

capabilities to automatically identify and learn the patterns within the start data and hence are suitable for predicting stock 

trends. 

In this proposal, the performance of various machine learning models like XGBoost, Adaboost, Linear regression etc and deep 

learning mechanisms like LSTM to forecast the stock trends. 10 different technical indicators for the past 10 years serves as  

the input to our system. Two different approaches for productions are also employed. They are non-discrete approach and 

discrete approach to understand the impact of preprocessing before feeding the data to the machine learning models. The 

discrete approach utilizes data such as open, close, high and low values of the stocks. The non-discrete approach utilizes pre-

processing to convert non discrete data into discrete data and then feed it to the model for stock prediction. The performances 

thoroughly evaluated for three classification metrics and identify the best tuning parameter for each model. I strongly believe 

that this model can pave a way and help in building a real time system that can predict stock market trends in live 

environments. 
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2. Related Works 
[1]“ A Local and Global Event Sentiment Based Efficient 

Stock Exchange Forecasting Using Deep Learning” 

The author Maqsood Haider, Mehmood has give a proposal 

of stock exchange using deep learning in the following 

manner. Stock exchange forecasting is an important aspect 

of business investment plans. The customers prefer to invest 

in stocks rather than traditional investments due to high 

profitability. 

The high profit is often linked with high risk due to the 
nonlinear nature of data and complex economic rules. The 

stock markets are often volatile and change abruptly due to 

the economic conditions, political situation and major 

events for the country. Therefore, to investigate the effect of 

some major events more specifically global and local events 

for different top stock companies (country-wise) remains an 

open research area. In this study, we consider four 

countries- US, Hong Kong, Turkey, and Pakistan from 

developed, emerging and underdeveloped economies’ list. 

We have explored the effect of different major events 

occurred during 2012–2016 on stock markets. We use the 

Twitter dataset to calculate the sentiment analysis for each 

of these events. The dataset consists of 11.42 million tweets 

that were used to determine the event sentiment. We have 

used linear regression, support vector regression and deep 

learning for stock exchange forecasting. The performance of 

the system is evaluated using the Root Mean Square Error 

(RMSE) and Mean Absolute Error (MAE). The results show 
that performance improves by using the sentiment for these 

events. 

[2]“Deep Learning Based Feature Engineering For Stock 

Price Movement Prediction” 

The author M. A. Sheikh has give a proposal of stock 

exchange using deep learning in the following manner. 

Stock price modeling and prediction have been challenging 

objectives for researchers and speculators because of noisy 

and non-stationary characteristics of samples. With the 

growth in deep learning, the task of feature learning can be 

performed more effectively by purposely designed network. 

In this paper, we propose a novel end-to-end model named 

multi- filters neural network (MFNN) specifically for 

feature extraction on financial time series samples and price 

movement prediction task. Both convolutional and recurrent 

neurons are integrated to build the multi-filters structure, so 

that the information from different feature spaces and 
market views can be obtained. We apply our MFNN for 

extreme market prediction and signal-based trading 

simulation tasks on Chinese stock market index CSI 300. 

Experimental results show that our network outperforms 

traditional machine learning models, statistical models, and 

single-structure(convolutional, recurrent, and LSTM) 

networks in terms of the accuracy, profitability, and 

stability. 

 

[3]“Stock Price Prediction using LSTM and SVR” 

The author Gourav Bathla has given a proposal of stock 

prediction using LSTM and SVR. 

Stock price movement is non-linear and complex. Several 

research works have been carried out to predict stock prices. 

Traditional approaches such as Linear Regression and 

Support Vector Regression were used but accuracy was not 

adequate. Researchers have tried to improve stock price 
prediction using ARIMA. Due to very high variations in 

stock prices, deep learning techniques are applied due to its 

proven accuracy in various analytics fields. Artificial Neural 

Network was deployed to predict stock prices but as stock 

prices are time-series based, recurrent neural network was 

applied to further improve prediction accuracy. In RNN, 

there is limitation of not able to store high dependencies and 

also vanishing gradient descent issue exists. Therefore, data 

scientists and analysts applied LSTM to predict stock price 

movement. In this paper, LSTM is compared with SVR 

using various stock index data such as S& P 500, NYSE, 
NSE, BSE, NASDAQ and Dow Jones industrial Average 

for experiment analysis. Experiment analysis proves that 

LSTM provides better accuracy as compared to SVR. 

 

3. Problem Statement 
The stock data is always nonlinear and does not follow any 

particular pattern and is governed by multiple factors such 

as nature of markets, investor ideology, performance of 

various public companies, politics etc., which need complex 

mathematical calculations to understand and predict it. It is 

essential that the stock market information should be 

effectively and efficiently processed before it is fed to 

various machine learning models. Using this mechanism, 

the stock and index values can be predicted with greater 

accuracy. Stock market prediction system will help 

immensely to stop losses that might incur due to sudden 

falling up stock prices can benefit the traders and 

stockholders. 
The machine learning models have the capabilities to 

automatically identify and learn the patterns within the start 

data and hence are suitable for predicting stock trends. This 

system will help the stockholders and traders to make 

appropriate decisions and help in the process of stock 

trading. As the stock market information would contain 

multiple patterns, machine learning models are the best way 

to predict the stock trends and prices these models can learn 

the patterns by themselves. This would be of immense help 

as the traders can keep up with the fluctuating prices and 

improvise the trading decisions. 

I aim to predict the trends with respect to this data and build 

a web application using which users can input the technical 

indicators of their choice and get predictions about the 

trend. Maintaining user history or working with live 

environments does not fall under the purview of this 

proposal. 
 

4. Proposed Method 

4.1 Objective 
In this proposal, my objective is to come up with effective 

and efficient machine learning models that can predict the 

movement of prices in stock exchange accurately. This 

system will help the stockholders and traders to make 

appropriate decisions and help in the process of stock 

trading. As the stock market information would contain 

multiple patterns, machine learning models are the best way 

to predict the stock trends and prices these models can learn 

the patterns by themselves. This would be of immense help 

as the traders can keep up with the fluctuating prices and 

improvise the trading decisions. 

 

4.2. Aim of the project 
In this proposal, I aim to come up with effective and 
efficient machine learning models that can predict the 
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movement of prices in stock exchange accurately. This 

system will help the stockholders and traders to make 

appropriate decisions and help in the process of stock 

trading. As the stock market information would contain 

multiple patterns, machine learning models are the best way 

to predict the stock trends and prices these models can learn 

the patterns by themselves. This would be of immense help 

as the traders can keep up with the fluctuating prices and 

improvise the trading decisions. 

 

4.3. Scope of the Project 
I have initially done the data analysis for these IT 

companies using past one year data from Yfinance. The 

evaluation of algorithms and creation of model uses 10 

years of stock data from Yfinance. I have truncated the last 

60 days of data and used it for testing and prediction. The 

remaining data of 9 years and 10 months has been used for 

training the LSTM model. When the predictions are made 

on the test data which is the last 60 days data and compared 

with the actual stock values of the last 60 days, we observed 

that the LSTM model that I have developed has given high 

accuracy with very minimal deviation. The application is 

hosted as a web application where the admin of the system 

can analyse the stock data, compare multiple algorithms on 

the dataset and create the final model for predicting the 

stock values. The application is hosted as a web application 

for users to utilize the services of making future predictions 

for stock data. 

 

4.4. Existing System 
Stock price forecasting has always been a arduous issue for 

financial and statistical experts. There is a need to forecast 

the prices of stocks as one has to purchase stocks that might 

increase and sell stocks that might decrease in price in the 

near future so as to maximize the profits .minimize the 

losses. The traditional ways of forecasting stock prices are 

fundamental analysis which relies on in organization’s 

annual growth rate, market position etc. The Other method 

is technical analysis mechanism and it relies on the stocks 

previous prices and values. It uses historical data and 

patterns to forecast the stock price. These methods do not 

accurately forecast the prices as there are many uncertain 

factors that directly influence the stock prices like political 

situations, company public profile, local and global events 

etc. 

Drawbacks of Existing System The existing techniques 
cannot predict the future trends. Might incur heavy losses 

 

4.5. Proposed System 
In this proposal, emphasizes over evaluation process on 

prediction performance of five machine learning models 

(Decision Tree, Random Forest, Adaboost, SVC, Logistic 

Regression) and deep learning methods ( LSTM) towards 

forecasting stock market trends. I have initially done the 

data analysis using past one year data of Microsoft 

corporation from Yfinance. However, the evaluation of 

algorithms and creation of model uses 10 years of stock data 

from Yfinance. I have truncated the last 60 days of data and 

used it for testing and prediction. The remaining data of 9 

years and 10 months has been used for training the LSTM 

model. When the predictions are made on the test data 

which is the last 60 days data and compared with the actual 

stock values of the last 60 days, we observed that the LSTM 

model that we have developed has given high accuracy with 

very minimal deviation. The application is hosted as a web 

application where the admin of the system can analyse the 
stock data, compare multiple algorithms on the dataset and 

create the final model for predicting the stock values. The 

application is hosted as a web application for users to utilize 

the services of making future predictions for stock data. The 

application has been developed to predict the stock values 

for 4 top IT companies from such as Apple, Google, 

Amazon, Nvidia corporation, but the system is capable of 

forecasting the stock values for the next 60 days for any 

given ticker symbol. 

Advantages: 

Able to predict the stock market trends accurately. 

Minimize loss and maximize profits 

 

5. Result Analysis 

5.1. Execution 
The proposed modular implementation of the project 

consists of two modules: 

Admin 
User 

 

Admin Module: 
The admin of the system is responsible for the activities 

like: 

Get stock data from yahoo finance 

Data Analysis of the dataset 

Splitting the dataset for training and testing 

Training the model for multiple algorithms 

Review the performance of the algorithms on the given 

dataset 

Create the model using LSTM algorithm. 

 

User Module: 
The user of the system can utilize the machine learning 

services that are offered like: 

Logging into the system 
Enter stock details to predict future trends 

Receive prediction for future trend 

Home page: 

 

This is the starting page of the application when the 

application is executed on Pycharm, the application is 

hosted on a web server and URL is generated to access the 

application once the user clicks on the URL the page 

represented in Figure 1 is opened in the browser. 
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Fig 1: Home Page 

 
Admin Login: 

This is the login page for the admin module. The admin 

need to login into the system with his credentials in order to 

perform operations like uploading the dataset, Training the 

dataset, Exploratory data Analysis of the dataset, Feeding 

the dataset to different Machine learning 

Algorithms to find the Algorithm that can meet the best 

accuracy and Create a model that can be hosted on the Flask 

Application to be used by the users. Figure 2 represents the 

admin login page. 

 

 
 

Fig 2: Admin Login 

 

Upload Dataset: 
On this page, the administrator of the system can upload 

datasets that are used for training the machine learning 

models. The admin has to select the file by clicking on the 

Choose file button and click on the upload button to upload 

the file to the server. Once the upload is complete, a success 

message would be displayed that the file is successfully 

uploaded. For this project we are using MSFT.csv 

(Microsoft) as a dataset. Figure 3 and Figure 4 shows the 

data being uploaded on the page. 

 

 
 

Fig 3: Upload dataset 
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Fig 4: File Uploaded Successfully 

Exploratory Data Analysis 
Exploratory Data Analysis is performed on the dataset in 

order to clean the dataset for any missing data, identify 

patterns, identify the relationships of various parameters of 

the outputs with the help of graphs, statistics etc. 

 

Price Analysis 
Figure 5 shows the Price analysis graph of past one year 

Stock Data for Microsoft company from MSFT.csv File. 

 

 
 

Fig 5: Price Analysis 

 

Sales Volume Analysis 
The Figure 6 shows the Sales Volume Analysis graph for 

past one year Stock Data of Microsoft company from 

MSFT.csv File. 

 

 
 

Fig 6: Sales Volume Analysis 

 

Daily Return Analysis 
Figure 7 depicts the analysis for past one year Stock Data of 

Microsoft company from MSFT.csv File. 
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Fig 7: Daily Return Analysis 

Moving Average Analysis 
Figure 8 shows the Moving Average Analysis graph for 

Adjustment close of every day, Moving Average of 10 days, 

20 days & 50 days of past one year Stock Data of Microsoft 

company from MSFT.csv File. 

 

 
 

Fig 8: Moving Average Analysis 
 

Logistic Regression 
When the dataset is feed to Logistic regression algorithm, I 

observe that the test accuracy is 56.8627% represented in 

Figure 9. 

 

 
 

Fig 9: Logistic Regression Results 

 

Support Vector Machine 
When the dataset is feed to Support Vector Machine 

algorithm, I observe that the test accuracy is 60.7843% 

represented in Figure 10. 
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Fig 10: Support Vector Machine Results 

 

Decision Trees 
When the dataset is feed to Decision Trees algorithm we 

observe that the test accuracy is 45.0980% represented in 

Figure 11. 

 

 
 

Fig 11: Decision Trees Results 

 

Random Forest 
When the dataset is feed to Random Forest algorithm 

weobserve that the test accuracy is 54.9019% represented in 

Figure 12. 

 

 
 

Fig 12: Random Forest Results 

 

Adaboost 
When the dataset is feed to Adaboost algorithm we observe 

that the test accuracy is 50.9803%. represented in Figure 13. 
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Fig 13:Adaboost results 

 

Compare All Algorithms  
Figure 14 shows the comparison of various test accuracies 

of the Algorithms. 

 

 
 

Fig 14: Comparing Analysis 

 

Create Model 
Figure15 shows the creation of Model for better optimized 

of system. 

 

 
 

Fig 15:Create Model 

 

5.2. Metrics of LSTM model (FinalClassifer) 
Mse, mae, mape are Keras Regression Metrics 

Mean Square Error (mse): 0.0013 Mean 

Absolute Error(mae): 0.0211 

Mean Absolute Percentage Error (mape): 10117.0127 Root 

mean square error: 7.942244122086709Metrics for 

Algorithms in CompAlg.py 

 

Classification report contains the complete metric 

information of the evaluated algorithm. They are Precision, 

Recall, F1-Score, Support 

Precision – What percent of your predictions were correct? 

Precision is the ability of a classifier not to label an instance 

positive that is actually negative.For each class it is defined 
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as the ratio of truepositives to the sum of true and false 

positives. 

 

TP – True Positives 

FP-False Positive  

 

Precision – Accuracy of positive predictions. 

Precision = TP/(TP+FP) 

Recall – What percent of the positive cases did you catch? 

Recall is the ability of a classifier to find all positive 

instances. For each class it is defined as the ratio of true 
positives to the sum of true positives and false negatives. 

FN – False Negatives 

Recall : Fraction of positives the were correctly identified 

Recall = TP/(TP+FN) 

F1 score – What percent of positive predictions were 

correct? 

The F1 score is a weighted harmonic mean of precision and 

recall such that the best score is 1.0 and the worst is 0.0. 

Generally speaking, F1 scores are lower than accuracy 

measures as they embed precision and recall into their 

computation. As a rule of thumb, the weighted average of 

F1 should be used to compare classifier models, not global 

accuracy. 

F1 Score = 2*(Recall * Precision) / (Recall + Precision) 

Support is the number of actual occurrences of the class in 

the specified dataset. Imbalanced support in the training data 

may indicate structural weaknesses in the reported scores of 

the classifier and could indicate the need for stratified 
sampling or rebalancing. 

 

SVM Accuracy: 25.49019607843137 

SVM Classification Report: 

Precisionrecallf1-scoresupport 

00.30 0.09 0.14 34 

10.24 0.59  0.34 17 

 

Accuracy0.2551 

Macro Average 0.27 0.34 0.2451 

Weighted avg 0.28 0.25 0.21 51 

 

Logistic Regression Accuracy: 58.82352941176471 

Logistic Regression Classification Report: 

Precisionrecallf1-scoresupport 

 

00.71 0.65 0.68 34 

10.40 0.47 0.43 17 

Accuracy0.5951 
Macro avg0.55 0.56 0.55 51 

Weighted Avg0.610.590.6051 

Random Forest Accuracy: 41.17647058823529 

Random Forest Classification Report: 

Precisionrecall f1-score support 

00.590.380.46 34 

10.280.470.35 17 

Accuracy0.4151 

Macro avg0.43 0.43 0.41 51 

Weighted Avg0.490.410.4351 

Decision Tree Accuracy: 41.17647058823529 

Decision Tree Accuracy Report  

Precisionrecall f1-score support 

00.58 0.41 0.48 34 

10.26 0.41 0.32 17 

Accuracy0.4151 

Macro avg0.42 0.41 0.40 51 

Weighted Avg0.480.410.4351 
Adaboost Accuracy: 49.01960784313725 

Adaboost Tree Accuracy Report  

Precisionrecall f1-score support 

00.64 0.53 0.58 34 

10.30 0.41 0.35 17 

Accuracy0.4951 

macroavg0.47 0.47  0.47 51 

Weighted Avg0.530.490.5051 

 

The results of the predicted stock prices are shown in Figure 17. 

 

 
 

Fig 16: Prediction Stock Prices 

 

6. Conclusion 
In this proposal we successfully predicted the stock market 

trends using deep learning and machine learning 

techniques.10 years of stock data of top IT companies listed 

on NASDAQ from Yfinance such as Microsoft. Comparison 

of five machine learning models (Decision Tree, Random 

Forest, Adaptive Boosting (Adaboost), eXtreme Support 

Vector Classifier (SVC), Logistic Regression and deep 

learning methods such as Long short-term memory (LSTM). 

I have initially done the data analysis for these IT 

companies using past one year data from Yfinance. The 

evaluation of algorithms and creation of model uses 10 

years of stock data from Yfinance. We have truncated the 

last 60 days of data and used it for testing and prediction. 
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The remaining data of 9 years and 10 months has been used 

for training the LSTM model. When the predictions are 

made on the test data which is the last 60 days data and 

compared with the actual stock values of the last 60 days, 

we observed that the LSTM model that we have developed 

has given high accuracy with very minimal deviation The 

application is hosted as a web application for users to utilize 

the services of making future predictions for stock data. The 

application has been developed to predict the stock values 

for 4 IT companies but the system is capable of forecasting 

the stock values for the next 60 days for any given ticker 
symbol and achieved about 95% of accuracy. 

In future, the UI of the system can further be enhanced to 

make stock predictions for any ticker and also predict stock 

values of stocks from other stock exchanges other than 

NASDAQ. 
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