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Abstract 
In this paper, a modified three-step iterative method is developed for solving non-

linear mathematical models. In fact, finding the roots of non-linear problems 

containing the polynomial and transcendental equation is a classical problem in 

numerical methods, in which many applications arise in the branches of applied 

science and engineering. The proposed method is derived by using Taylor series 

expansion. The proposed method is having sixth-order of convergence. The main aim 

of this paper is to find out the approximate root of the non-linear equation with fewer 

iterations and good accurateness. The model is free from second order derivative and 

requires six function evaluations per iteration. The proposed method is compared with 

Newton Raphson method and another existing methods and found to have better 
performance.
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1. Introduction 
Applied mathematics, engineering, and natural science are filled by techniques whose performance is not reasonable in same 

situation. According to current situation, the demand is higher order of convergence with fewer function evaluations and high 

efficiency index. In current situation, many authors try to fill that gap, unfortunately, to solve nonlinear equations mathematical 

studies are not enough, hence it can be handled by numerical techniques. In terms of models the nonlinear techniques are 

designed with nonlinear equations are observe not only in institutes and industries but also in the field of real-world and medical 

science. The fluid flow, heat transfer combustion amongst others are some of those fields [1-4]. 

Mostly, researchers working in the numerical world, are trying to modify a scheme with higher order of convergence, but trying 

to reduce function evaluations as per iteration, in this situation the efficiency index must be discuss and which is defined as 𝐸 = 𝑝
1

𝑞, 

where 𝑝 is an order of convergence and 𝑞 is number of function evaluation per iteration.  
Due to simplicity, Newton Raphson (NR) [5] is considered best technique among the other classical methods. Some recent 

modified nonlinear techniques including a new time-efficient method (P6) [6], a new nonlinear ninth-order root finding method 
[7], and a new third-order derivative-based method [8] are discussed. 

In [6-8], the authors blended two different methods with order 𝑝1 and 𝑝2 and developed new technique with order 𝑝1𝑝2. With 
higher order of convergence the procedure brings extra function evaluations at every step respectively. In other situation, Noor 

and Noor [9] developed three-step technique having third order of convergence with five function evaluations per iteration and 

Noor et al. [10] shown two techniques with third and fourth-order convergence with cost of five and eight function evaluations 

per iteration. Similarly, Shah et al. [11] proposed a new three-step method having sixth order of convergence with cost of seven 

evaluations of the function per iteration.  

Main purpose of the work is to develop a new iterative method which gives us higher order of convergence with less function 

evaluations. The new hybrid three-step method is for solving scalar nonlinear equations.  

Motivated from recent papers [6-8], we developed a new three-step technique by merging classical Newton Raphson method in 
[5] with an algorithm of different operators for computing of single root [12]. After blending, we get a new scheme of sixth-order 

convergence with six function evaluations, where three functions and three first order derivatives per iteration. The 

computational cost, efficiency index, CPU time will be compared with other schemes.  
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2. Materials and methods  

Commonly, one variable non-linear equation can be shown as 𝑓(𝑥) = 0, where 𝑓(𝑥) is polynomial and transcendental equation. 

In cases, the non-linear equations containing trigonometric relations, exponential and transcendental functions are given 𝑓(𝑥) =
0. Usually, such type of non-linear equations cannot be solved by the direct or analytical approaches. In this case, numerical 

techniques are preferred to calculate the approximate solution. Then we argue some existing formulas from literature, starting 

with the Newton method (NR) [5]. 

 

2.1 Some existing techniques  

The classical method of second order convergence, taking one evaluation of 𝑓(𝑥) and one of 𝑓′(𝑥), such as: 
 

𝑥𝑛+1 =  𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 , 𝑛 = 0,1,2,3….    (1) 

 

Using this information at the previous approximation root 𝑥𝑛, the solution 𝑥𝑛+1 was obtained. 

 Halley’s method is one of the best methods for solving non-linear equations. This method converges cubically with three 

function evaluations. [7]  
 

𝑥𝑛+1 =  𝑥𝑛 −
2𝑓(𝑥𝑛)𝑓′(𝑥𝑛)

2𝑓′
2
(𝑥𝑛)−𝑓(𝑥𝑛)𝑓′′(𝑥𝑛)

 , 𝑛 = 0,1,2,3….    (2) 

 

 This three-step method shorten as P6 showing order of convergence six, which is found by theoretically. The efficiency index, 

computational cost (COC) and absolute error is compared with other existing method. [6]  

 

y𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)

𝑧𝑛 = y𝑛 −
𝑓(y𝑛)

𝑓′(y𝑛)

𝑥𝑛+1 =  y𝑛 −
𝑓(yn)+𝑓(𝑧𝑛)

𝑓′(y𝑛) }
 
 

 
 

,𝑛 = 0, 1,2…   (3) 

 

They proposed family of sixth order of convergence with five evaluations. The methods are denoted by SA1 and SA2 

respectively. Both methods are three step methods which are being with Newton Raphson method. [13]  

 

y𝑛 =  𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)

𝑧𝑛 = y𝑛 −
𝑓(y𝑛)

𝑓′(y𝑛)

𝑥𝑛+1 =  z𝑛 −
𝑓(𝑧𝑛)

𝑓′(y𝑛)−𝑓(𝑦𝑛)}
 
 

 
 

, 𝑛 = 0, 1, 2…    (4) 

 

 

and  

y𝑛 =  𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)

𝑧𝑛 = y𝑛 −
𝑓(y𝑛)

𝑓′(y𝑛)

𝑥𝑛+1 =  z𝑛 −
𝑓(𝑧𝑛)𝑓(𝑦𝑛)

𝑓′(y𝑛)𝑓(𝑦𝑛)−2𝑓(𝑧𝑛)}
 
 

 
 

, 𝑛 = 0, 1, 2…   (5) 

 

 To develop fourth order method with two steps for system of non-linear models, having two evaluations of single derivative of 

two variables per iteration [14]. 

 

𝑦𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)

𝑥𝑛+1 =  𝑦𝑛 −
5𝑓′2(𝑥𝑛)+3𝑓

′2(𝑦𝑛)

𝑓′2(𝑥𝑛)+7𝑓
′2(𝑦𝑛)

.
𝑓(𝑦𝑛)

𝑓′(𝑥𝑛)

} , 𝑛 = 0,1,2…    (6) 

 

Using four evaluations of function with distinct variables and a first order derivative 𝑓′(𝑥𝑛). The scheme is known (WM), with 

fifth order convergence. [15] 

 

 

𝑦𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥)

ȥ𝑛 =  𝑦𝑛 −
𝑓(𝑦𝑛)

𝑓′(𝑥𝑛)

𝑤𝑛 = ȥ𝑛 −
𝑓(ȥ𝑛)

𝑓′(𝑥𝑛)

𝑥𝑛+1 =  𝑤𝑛 −
𝑓(𝑤𝑛)

𝑓′(𝑥𝑛)}
  
 

  
 

,𝑛 = 0, 1, 2…   (7) 
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2.2 Proposed method 
After motivating from some recent studies [6-8], we developed a new scheme which is initiated by using the Newton method (NR) 
[5], and blended with an algorithm of different operators for computing of single root [12] having third order of convergence shown 

below:  

 

𝑦𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)

 𝑥𝑛+1 = 𝑦𝑛 −
2𝑓(𝑦𝑛)

3𝑓′(𝑦𝑛)−𝑓
′(𝑥𝑛)

}, n = 0,1, 2…   (8) 

 

The recent impression of [6-8] is built on the new technique, in which by blending two different techniques with order p1 and p2 

respectively, which suggested high order convergence i.e, p1p2. Each type of blending is not acceptable due to extra cost of 

function evaluations, according to current situation the demand is about high order of convergence with lower function 

evacuations. Motivated from the approach of [3-8], in this paper we modified another simultaneous sixth-order method blending 

a algorithm of different operators for computing of single root [12] with classical Newton Raphson method (NR) [5], therefore the 

latest method is three-step method.  

  

 

y𝑛 =  𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)

𝑧𝑛 =  y𝑛 −
𝑓(y𝑛)

𝑓′(y𝑛)

𝑥𝑛+1 =  z𝑛 −
2𝑓(𝑧𝑛)

3𝑓′(𝑧𝑛)−𝑓
′(𝑦𝑛)}

 
 

 
 

, n = 0,1,2…  (9)  

 

The proposed method is shortened as NP6 in discussion.  

 

2.2.1. Order of convergence of the proposed method 

Theorem 1. Let 𝛽 𝜖 𝑄 be the solution of differentiable function 𝐹:𝑄 ⊂ 𝑅 → 𝑅 for an open interval Q. Formerly, the three-step 

modified iterative technique has sixth order convergent, and satisfy the error equation: 

 

𝑒 𝑛+1 = (−𝐷2
5 + 2𝐷3𝐷2

3)𝑒𝑛
6+ 𝑂(𝑒𝑛

7)   (10) 
 

𝑤ℎ𝑒𝑟𝑒 𝑒𝑛 = 𝑥𝑛 −  𝛽 

Proof. Let 𝛽 be the solution of 𝑓(𝑥𝑛), 𝑥𝑛 be the nth approximation to the solution of sixth order and 𝑒𝑛 = 𝑥𝑛 − 𝛽 be the error 
time after nth iteration. 

 

Using Taylor series for 𝑓(𝑥𝑛) about 𝛽, we have 

 

𝑓(𝑥𝑛) = 𝑓
′(𝛽)[𝑒𝑛 + 𝐷2𝑒𝑛

2 + 𝐷3𝑒𝑛
3] + 𝑂[𝑒𝑛

4]  (11) 
 

Using Taylor series for 
1

𝑓′(𝑥𝑛)
 about 𝛽, we have 

 
1

𝑓′(𝑥𝑛)
 = 

1

𝑓′(𝛽)
 [1 + 𝑥1𝑒𝑛 + 𝑥2𝑒𝑛

2] + 𝑂[𝑒𝑛
3]  (12) 

 

Where 𝑥1 = −2𝐷2 and 𝑥2 = −3𝐷3 
Multiplying (11) and (12) we obtain: 
 

𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 = [𝑒𝑛 + 𝐷2𝑒𝑛

2 + 𝐷3𝑒𝑛
3 + 𝑂(𝑒𝑛

4)][1 + 𝑥1𝑒𝑛 + 𝑥2𝑒𝑛
2 + 𝑂(𝑒𝑛

3)]  (13) 

 

Using (13) in first step of (9) gives: 

 𝑒𝑛
⋏ = −[(𝐷2 + 𝑥1)𝑒𝑛

2 + (𝐷2𝑥1 + 𝑥2)𝑒𝑛
3] + 𝑂[𝑒𝑛

4] (14) Using Taylor series for 𝑓(𝑦𝑛) about 𝛽, we have  

 

𝑓(𝑦𝑛) = 𝑓′(𝛽)[𝑒𝑛
⋏+ 𝐷2𝑒𝑛

⋏2 +𝐷3𝑒𝑛
⋏3 + 𝑂(𝑒𝑛

⋏4)]  (15) 

 

Using Taylor series for 
1

𝑓′(𝑦𝑛)
 about𝛽, we have 

 
1

𝑓′(𝑦𝑛)
 = 

1

𝑓′(𝛽)
 [1 + 𝑥1𝑒𝑛

⋏ + 𝑥2𝑒𝑛
⋏2 + 𝑂(𝑒𝑛

3)]  (16) 

 𝑤ℎ𝑒𝑟𝑒 𝑥2 = 4𝐷2
2 − 3𝐷3 
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Multiplying (15) and (16) we have: 

 
𝑓(𝑦𝑛)

 𝑓′(𝑦𝑛)
 = [𝑒𝑛

⋏ + 𝐷2𝑒𝑛
⋏2 + 𝐷3𝑒𝑛

⋏3 +𝑂(𝑒𝑛
⋏4)][1+ 𝑥1𝑒𝑛

⋏ + 𝑥2𝑒𝑛
⋏2 +𝑂(𝑒𝑛

⋏3)]  (17)  

 

Using (17) in second step of (9) gives: 

 

𝑒𝑛
∼ = −[(𝐷2 + 𝑥1)𝑒𝑛

∼2 + (𝐷3𝑥1 + 𝐷2𝑥1)𝑒𝑛
∼3 + 𝑂[𝑒𝑛

∼4]  (18) 

 

Using Taylor series for 
1

𝑓′(𝑧𝑛)
 about𝛽, we have 

 

𝑓(𝑧𝑛) = 𝑓
′(𝛽)[𝑒𝑛

∼ + 𝐷2𝑒𝑛
∼2 + 𝐷3𝑒𝑛

∼3] + 𝑂[𝑒𝑛
∼4]  (19)  

 

2𝑓(𝑧𝑛) = 2𝑓′(𝛽)[𝑒𝑛
∼ + 𝐷2𝑒𝑛

∼2 + 𝐷3𝑒𝑛
∼3] + 𝑂[𝑒𝑛

∼4]  (20)  

 

3𝑓′(𝑧𝑛) = 𝑓′(𝛽)[3 + 6𝐷2𝑒𝑛
∼ +9𝐷3𝑒𝑛

∼2] + 𝑂[𝑒𝑛
∼3]  (21)  

 

𝑈𝑠𝑖𝑛𝑔 (16), (20) 𝑎𝑛𝑑 (21) in third step of (9) we have: 
 

𝑒𝑛+1 = (−𝐷2
5 + 2𝐷3𝐷2

3)𝑒𝑛
6 + 𝑂[𝑒𝑛

7]  (22)  

 

Finally, we obtain 𝑒𝑛+1 = (−𝐷2
5 + 2𝐷3𝐷2

3)𝑒𝑛
6++𝑂[𝑒𝑛

7], which shows that the new method (NP6) is sixth order convergent. 

 
Table 1: Theoretical properties of examined techniques. 

 

M Q NFE Coefficient of the asymptotic error term Reference 

NP6 6 6 (−𝐷2
5 + 2𝐷2𝐷2

3) Recent work 

P6 6 5 2𝐷2
4 [6] 

N2 2 2 𝐷2 [5] 

SA1 6 5 45𝑓 ′′(𝑝) (
2𝑔′(𝑥)+𝑔(𝑝)𝑓′′(𝑝)

𝑔′(𝑝)𝑓′(𝑝)
) −

45𝑔′(𝑝)𝑓′′(𝑝)

𝑔(𝑝)𝑓′(𝑝)4
where 𝑔(𝑝) = 𝑒−𝑥𝑖 [13] 

SA2 6 5 45𝑓 ′′(𝑝) (
2𝑔′(𝑥)+𝑔(𝑝)𝑓′′(𝑝)

𝑔′(𝑝)𝑓′(𝑝)
) −

45𝑔′(𝑝)𝑓′′(𝑝)

𝑔(𝑝)𝑓′(𝑝)4
where 𝑔(𝑝) = 𝑒1/𝑓

′(𝑥𝑖) [13] 

WM 5 5 
3𝑏4𝛾1

4(3𝑏𝛾1 + 2)(9𝑏
3𝛾1

3+ 2)(81𝑏7𝛾1
7+ 108𝑏6𝛾1

6+36𝑏5𝛾1
5 +

18𝑏4𝛾1
4+12𝑏3𝛾1

3 + 2) 
[15] 

A4 4 4 (−𝐶2
2𝐶2 + 7/2𝐶2

3𝐶2
4) [14] 

Ha 3 3 𝐶2𝐶2
3 − 𝐶2

3 [7] 

 

2.2.3. Numerical results 
In this work, we present few examples which compared with the other existing techniques respectively, when two techniques 

having same order and also same cost of function evaluation per cycle, the favor is given to method that has less CPU time.  

It is shown above that SA1, SA2 and P6, have the same order and function evaluations, in this case preference is given to the P6 

scheme because it takes less computer time.  

Other important approaches are to compare the efficiency index with the other existing schemes.  

 
Table 2: Efficiency index of the existing schemes. 

 

M Efficiency index Order NFE Number of evaluations per cycle for n> 𝟏 

NP6 1.348006 6 6 3n + 3𝑛2 

P6 1.430969 6 5 3n + 3𝑛2 

N2 1.414213 2 2 n + 𝑛2 

SA1 1.430969 6 5 2n + 2𝑛2 

SA2 1.430969 6 5 3n + 2𝑛2 

WM 1.379729 5 5 3n + 3𝑛2 

A4 1.414213 5 4 4n + 𝑛2 

Ha 1.442249 3 3 n + 𝑛2 + 𝑛3 

 

 Formula, = 𝑝
1

𝑞 , recently used in [6-8] where p is the order of convergence and q is the cost of all new size and secondary 

evaluations per iteration used by the scheme. In table 2 𝑛, 𝑛2 𝑎𝑛𝑑 𝑛3 are mentioned, where 𝑛 shows simple function 𝑛2 shows 

first-order derivative, and 𝑛3 shows second-order derivative respectively. So, the efficiency of the NP6 scheme for the nonlinear 

equation is 6
1

3𝑛+3𝑛2  ,𝑛 ≥ 1, as it uses three function evaluations and three evaluations of first order-derivatives.  
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3. Mathematical analyses 
A few abbreviations are used in this work that will be discussed here theoretically.  

 

NP6  Modified technique with sixth order convergence given in (9); 

P6  A new time efficient and convergent non-linear solver with sixth-order convergence given in (3); 

NR Newton Raphson scheme with second-order convergence given in (1);    

A4 An efficient fourth-order Newton-type method (6); 

SA1 Some second-derivative-free sixth-order convergent iterative methods with sixth order of convergence are given in (4); 

SA2 Some second-derivative-free sixth-order convergent iterative methods with sixth order of convergence are given in (5); 

WM Efficient method for solving system of nonlinear equations with fifth-order of convergence given in (7); 

Ha  Classical Halley’s method with third-order of convergence (3); 
 

𝑴 Methods 
I Number of iterations; 

p Order of convergence;  

𝜖 Absolute error; 
t  Time in second;  

NFE Number of function evaluations; 

COC Computational cost; 

 

For performance and comparison of modified NP6 technique with other methods, we consider various scalar non-linear equations 

from [6-8]. Each calculation is achieved in MATLAB R2015a, which is installed on an Intel(R) Core (TM) i5-2430M CPU with 

4GB of RAM and a processing speed of 2.4 GHz. 

 

𝑬𝒙𝒂𝒎𝒑𝒍𝒆 𝟏. The existing methods are taken in current work. The exact solution (𝑥∗) up to first 16 decimal places. 

  𝑓1(𝑥) = 0.5 –  sin(x)       𝑥∗ =  2.617993877991494 

  𝑓2(𝑥) =  9x
2  +  sin(x) − 5   𝑥∗ = 0.3953236229863151 

  𝑓3(𝑥) = 𝑥
3 − 20         𝑥∗ = 6.308777129972690 

 

The above test functions are taken from [6, 13].  
The nonlinear equations are given in (example: 1-2), comparing the results with other existing methods i.e., P6 in [6], N2 in [5], 

A4 in [14], SA1 & SA2 in [13], WM in [15], Ha in [7] respectively. The computer time (𝑡), COC, a number of function evaluations, 

absolute error (𝜖), root of function (𝑥∗) and number of iterations (𝐼) are shown in the (tables. 3-10).  

The function 𝑓1(𝑥) with two distinct initial guesses, 𝑥0 = 2 & 𝑥0 = 4, where NP6, P6, SA1 and 

SA2 take the same iterations, but NP6 converge to the root in minimum CPU time. WM method is a four-step technique that 

takes four number of iterations and also takes more CPU time, when the new method is a three-step technique and takes three 

iterations and less CPU time.  

  
Table 3: The numerical computational for 𝑓1(𝑥) = 0.5 – sin(x), at initial guess 𝑥0 = 2 

 

𝐌 𝐈 𝐱∗ 𝛜 𝐭 𝐍𝐅𝐄 𝐂𝐎𝐂 

A4 4 2.617993877991494 0 0.000019 4 16 

Ha 5 2.617993877991494 0 0.000017 3 15 

P6 3 2.617993877991494 0 0.000018 5 15 

NR 6 2.617993877991494 0 0.000016 2 12 

NP6 3 2.617993877991494 0 0.000016 6 18 

SA1 3 2.617993877991494 4.440892098500626e-16 0.000021 5 15 

SA2 3 2.617993877991494 0 0.000018 5 15 

WM 4 2.617993877991494 0 0.000023 5 20 

 
Table 4: The numerical computational for 𝑓1(𝑥) = 0.5 – sin(x), at initial guess 𝑥0 = 4 

 

𝑴 𝑰 𝒙∗ 𝝐 𝒕 𝑵𝑭𝑬 𝑪𝑶𝑪 

A4 4 2.617993877991494 0 0.000019 4 16 

Ha 5 2.617993877991494 0 0.000017 3 15 

P6 4 2.617993877991494 0 0.000018 5 15 

NR 7 2.617993877991494 0 0.000016 2 12 

NP6 4 2.617993877991494 0 0.000016 6 18 

SA1 4 2.617993877991494 4.440892098500626e-16 0.000021 5 15 

SA2 4 2.617993877991494 0 0.000018 5 15 

WM 4 2.617993877991494 0 0.000023 5 20 

 

The non-linear equation𝑓2(𝑥) 𝑤𝑖𝑡ℎ 𝑡𝑤𝑜 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑔𝑢𝑒𝑠𝑠𝑒𝑠 𝑥0 = 5 &  𝑥0 = 3.5, where SA2 fails at both initial 

guesses. NR method and Ha method both takes eight iterations at x0  = 5, when NP6 takes only four iterations also new method 

takes less computer time. Similarly, at x0  = 3.5 
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Ha method take seven and NR method takes eight iterations and more CPU time than NP6 method.  

 
Table 5: The numerical computational for 𝑓2(𝑥) =  9x

2  + sin(x) − 5 initial guess x0  = 5 
 

𝑴 𝑰 𝒙∗ 𝝐 𝒕 𝑵𝑭𝑬 𝑪𝑶𝑪 

A4 5 0.6959325171438922 0 0.000019 4 20 

Ha 8 0.6959325171438922 6.661338147750939e-16 0.000017 3 24 

P6 4 0.6959325171438922 0 0.000018 5 20 

NR 8 0.6959325171438922 0 0.000018 2 16 

NP6 4 0.6959325171438922 0 0.000016 6 24 

SA1 5 0.6959325171438922 0 0.000021 5 25 

SA2 -- Fail -- -- 5 -- 

WM 5 0.6959325171438922 0 0.000023 5 25 

 
Table 6: The numerical computational for 𝑓2(𝑥) =  9x

2  + sin(x) − 5 initial guess x0  = 3.5 
 

𝐌 𝐈 𝐱∗ 𝛜 𝐭 𝐍𝐅𝐄 𝐂𝐎𝐂 

A4 4 0.6959325171438922 0 0.000017 4 16 

Ha 7 0.6959325171438922 0 0.000015 3 21 

P6 4 0.6959325171438922 0 0.000018 5 20 

NR 8 0.6959325171438922 0 0.000016 2 16 

NP6 4 0.6959325171438922 0 0.000016 6 24 

SA1 4 0.6959325171438922 0 0.000021 5 20 

SA2 -- Fail -- -- 5 -- 

WM 5 0.6959325171438922 0 0.000023 5 25 

 

The nonlinear function, 𝑓3(𝑥) 𝑤𝑖𝑡ℎ 𝑡𝑤𝑜 𝑑𝑖𝑠𝑡𝑖𝑛𝑐𝑡 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑔𝑢𝑒𝑠𝑠 𝑥0 = 6 & 𝑥0 = 5.2, at 𝑥0 = 6 the A4 method, P6 method, NP6 
method and SA2 method takes same number of iterations but NP6 is better in CPU time. Meanwhile, the SA1 has same order as 

NP6 but it takes seven iterations when NP6 takes only four iterations. Likewise, at 𝑥0 = 5.2 except NR and Ha method all of 

the other takes four iterations but the modified method taking less CPU time.  

 
Table 7: The numerical computational for 𝑓3(𝑥) = 𝑥

3 − 20 , at initial guess 𝑥0 = 6 
 

𝐌 𝐈 𝐱∗ 𝛜 𝐭 𝐍𝐅𝐄 𝐂𝐎𝐂 

A4 4 2.714417616594907 0 0.000019 4 16 

Ha 5 2.714417616594907 0 0.000017 3 15 

P6 4 2.714417616594907 0 0.000018 5 20 

NR 8 2.714417616594907 4.440892098500626e-16 0.000016 2 16 

NP6 4 2.714417616594907 0 0.000016 6 24 

SA1 7 2.714417616594907 4.440892098500626e-16 0.000021 5 35 

SA2 4 2.714417616594907 0 0.000018 5 20 

WM 5 2.714417616594907 0 0.000023 5 25 

 
Table 8: The numerical computational for 𝑓3(𝑥) = 𝑥

3 − 20 , at initial guess 𝑥0 = 5.2 
 

𝐌 𝐈 𝐱∗ 𝛜 𝐭 𝐍𝐅𝐄 𝐂𝐎𝐂 

A4 4 2.714417616594907 4.440892098500626e-16 0.000019 4 16 

Ha 5 2.714417616594907 0 0.000017 3 15 

P6 4 2.714417616594907 0 0.000018 5 20 

NR 7 2.714417616594907 0 0.000016 2 14 

NP6 4 2.714417616594907 0 0.000014 6 24 

SA1 4 2.714417616594907 4.440892098500626e-16 0.000021 5 20 

SA2 4 2.714417616594907 0 0.000018 5 20 

WM 4 2.714417616594907 0 0.000023 5 20 

 
Example 2: A cone filled with ice-cream which makes spherical shape. Volume of the ice-cream is shown below:  

 

𝑉 = 𝜋(
𝑟2ℎ

3
+

𝑟2𝐻

2
+

𝐻3

6
)    (23) 

 

𝑓(𝐻) = 𝜋(
𝑟2ℎ

3
+
𝑟2𝐻

2
+

𝐻3

6
) − 𝑉  (24) 

 

Find 𝐻, where 𝑉 =  9.625 𝑖𝑛3 , ℎ = 4𝑖𝑛, 𝜋 =
22

7
, 𝑟 = 1.1𝑖𝑛. [16] 
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Table 9: The numerical computational for problem 1, at initial guess 𝐻0 = 0.6. 
 

𝐌 𝐈 𝐱∗ 𝛜 𝐭 𝐍𝐅𝐄 𝐂𝐎𝐂 

A4 4 1.487894248808740 0 0.000021 4 16 

Ha 4 1.487894248808740 0 0.000020 3 12 

P6 4 1.487894248808740 0 0.000021 5 20 

NR 7 1.487894248808740 0 0.000016 2 14 

NP6 4 1.487894248808740 0 0.000019 6 24 

SA1 4 1.487894248808740 0 0.000021 5 20 

SA2 - Fail -- -- 5 -- 

WM 5 1.487894248808740 0 0.000023 5 25 

 

For evaluating the absolute error distribution in the event of scalar nonlinear models Example 1-2 using: 
 

𝜀𝑛+1 = |𝑥𝑛+1 − 𝑥𝑛|  (25) 

 

In computer program numerical results are usual as: |𝜀| < 10−16. By using (26) formula from [6] we will calculate the order of 

convergence. 

 

𝑝𝑛+1 ≈
log |(𝜀𝑛+1)/(𝜀𝑛)|

 log |(𝜀𝑛)/(𝜀𝑛−1)| 
   (26) 

 

The product of number of evaluations (𝑑) and number of iterations (𝐼) is known as computation cost (COC) which given below: 
 

𝐶𝑂𝐶 = 𝐼 × 𝑑  (27)  

 

Conclusion 
 In this paper, we have developed an iterative technique with sixth-order convergence for solving non-linear equations. It requires 

six function evaluations, where three function and three first-order derivatives are included. The efficiency index of this scheme 

is around 1.348 discussed above in table 2. It is mentioned in table 3-9 the proposed method takes less CPU time, hence it is 

clear that the proposed technique has better performance than the other existing methods. Some nonlinear examples and their 

results are discussed with number of iterations, COC (computational cost), function evaluations and computer time respectively. 

The real life problem is also discussed in this work which is related with field of geometry. 
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