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Abstract 
Social vulnerability indices are a way of gathering information on people who may be 
impacted by disasters such as river bank erosion. The development and validation of 

a social vulnerability map of population characteristics towards bank erosion covering 

Manikchak blocks in Malda district in West Bengal, India, is the goal of this project. 

This map is based on a composite index of three key indices of social vulnerability in 

Diara blocks: fragility, socioeconomic conditions, and geographic location. A factor 

analysis of selected demographic variables derived from the District Statistical 

Handbook was used to identify these indicators. As a result, depending on a reputable 

data source, these indicators can be updated annually. An impartial second data set is 

used to confirm the susceptibility patterns discovered by factor analysis. The second 

data set's interpretation suggests that a real extreme river bank erosion event reveals 

vulnerability and that the patterns of the presumed vulnerability match the 

observations of a real occurrence. It includes a survey of erosion-affected Manikchak 

families. It is shown that the theoretically assumed signs of susceptibility are right and 

that the indicators are valid using logistic regression. It has been demonstrated that 

particular social groups, such as the elderly, the financially disadvantaged, and city 

dwellers, are at increased risk.
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1. Introduction 
Natural catastrophes typically result in unequal economic losses and mortality across and within nations, regions, communities, 

and individual groups. Vulnerable groups are those who are more likely to be affected disproportionately by hazardous events. 

The vulnerability of populations and communities to natural catastrophes is defined not only by their proximity to the source of 

risk, but also by their social vulnerability status. Social vulnerability refers to population characteristics that influence a 

community's ability to plan for, respond to, and recover from disasters (Cannon 1994) [1]. During disasters, socially marginalized 

populations are less likely to have access to crucial supplies. As a result, knowing social vulnerability can help explain why 

various communities may react differently to the same hazard event (Morrow 2008). Understanding the diverse effects of hazard 
events is essential for reducing the harmful consequences of natural catastrophes. As a result, over the last two decades, there 

have been a number of attempts to quantify social vulnerability, including conceptual, methodological, and practical issues 

(McCarthy et al. 2003; Birkmann 2006) [2, 3]. However, there is currently no agreement on the optimum quantitative methodology 

for assessing social vulnerability. For example, poverty (Fothergill and Peek 2004; Long 2007) [4, 5], race and ethnicity (Fothergill 

et al. 1999; Peacock et al. 2000) [6, 7], gender (Enarson and Morrow 1998; Enarson et al. 2006) [8, 9], and age (Enarson and Morrow 

1998; Enarson et al. 2006) [8, 9] all influence vulnerability (Bolin and Klenow 1983; Ngo 2001; Anderson 2005; Phillips and 

Hewett 2005; Kar 2009; Smith et al. 2009) [10, 11, 12,  13, 14, 15]. Without all or most of these characteristics, an assessment of 

vulnerability is likely to be insufficient; consequently, this measure must be a composite measure or index (Adger et al. 2004; 

Gall 2007; Barnett et al. 2008) [16, 32, 17]. 
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Bank erosion is a critical component of fluvial dynamics, 

affecting a wide range of physical, ecological, and 

socioeconomic issues. These include the establishment and 

evolution of river and floodplain morphology and associated 

habitats (e.g., Hooke, 1980; Millar and Quick, 1993; Darby 

and Thorne, 1996a; Barker et al., 1997; Millar, 2000) [18-22], 

turbidity issues (e.g., Bull, 1997; Eaton et al., 2004) [26, 30], 

sediment, nutrient, and contaminant dynamics (e.g., 

Romanelli et al., 2004) [47], (e.g. Simon, 1995). On average, 

the Ganga carries 800 million tonnes of sediments upstream 

of the barrage each year, with an estimated 13 lakh ha-m of 
sediments already deposited upstream of the barrage, 

resulting in the formation of several shoals/bed bars, 

meandering, cross-slope, strong flow curvature, and lateral 

flow instability (Sanyal, 1980) [53]. The stability of minor rills, 

subchannels, and rivers is generally improved by the root 

system created in the banks by vegetation nurtured by human 

population. However, in big systems when river currents 

affect the banks below this root and the added subcharge 

weight of the vegetation contributes to bank failure, this may 

have an undesirable effect. When trees fall into rivers, the 

debris may cause currents to be deflected, producing 

significant erosion along the banks. In some parts of the study 

region, particularly along the banks where tree planting is 

common, this erosion acceleration mechanism is highly 

important (Gupta and Nandy, 1982) [33]. Agriculture is 

practised, and the land along the banks is extremely fertile, 

attracting large-scale farming operations. The surface of the 

soil or land becomes loose during the preparation of 
agriculture fields. As a result, during the rainy season, rain 

water easily penetrates the soil particle and acts as seepage 

pressures, causing the soil particles to unconsolidated and 

lose their cohesiveness. As a result, fast degradation could 

occur (Sesoren, 1984) [55]. Bank geological qualities are one 

of the most important determinants of bank stability (Rogers 

et al., 1989) [46]. The height of the water level is related to all 

other elements that contribute to bank erosion. 

The existence of Calcutta Port is dependent on the Farakka 

Barrage. The construction of the Farakka barrage began in 

1962 and ended in 1971. The feeder canal took four more 

years to complete, and the project was dedicated to the 

country on May 21, 1975. (Banerjee 1999) [22]. The 2.64-

kilometer-long Farakka Barrage was built to channel 40,000 

cusecs (or 1,133 cumecs) of Ganga water toward the 

Bhagirathi River in order to flush sediment into the estuary's 

deeper parts and restore the port's navigational status (Rudra 
2004) [51]. It was constructed with the intention of causing 

water to flow into the Hugli River. The dam appears to be 

causing the river to go her own way, mostly upstream of the 

Farakka barrage. Malda and Murshidabad, two West Bengal 

districts, are the hardest hit (Banerjee and Chakroborty 1983; 

Banerjee 1999) [21, 22]. In West Bengal, the change in Ganga 

river course and the accompanying river bank failure is a 

long-term natural calamity. As evidenced by numerous 

studies, this has been a persistent problem since the early 

1960s, and it has grown to enormous proportions in the 

subsequent four decades (Rudra 1996a, b, 2004; Banerjee 

1999; Mukhopadhyay 2003) [49, 22, 41]. Showkat investigated 

the socio-economic effects of floods and accompanying land 

erosion in this area in depth (2010). The majority of the 

erosion-affected region in the upstream lies within the Malda 

district, namely four blocks: Manikchak, Kaliachak-II, 

Kaliachak-III, and Ratua-I. Since the 1960s, this river bank 
erosion hazard has eroded a large region.  

The river's flow rate causes high and frequent bank erosion, 

resulting in a large quantity of river bank cutting and 

population relocation from the river's vicinity every year 

(Iqbal 2010) [36]. The shift in river course was followed by 

changes in river morphometry, such as overall width, 

sinuosity, braiding features, and so on (Parua 2002) [44]. It 

also changes the geometry of the boundary between Malda 

and Murshidabad districts, as well as between West Bengal 

and Jharkhand, and India and Bangladesh. It also causes 

social and political turmoil. 2009 (Parua). In Malda district, 

there is yet no comprehensive profile of socioeconomic 
vulnerability or sub-national index map for the entire river 

system. The Social Vulnerability Index (SVI) in relation to 

river-floods will fill this gap. 

Despite the fact that social vulnerability indices are becoming 

more widely used, there have been little attempts to validate 

them. Validation can be done with a second, independent data 

set, preferably with a finer spatial resolution. Alternatively, 

statistical tests can be used to assess the model's internal 

reliability in terms of sensitivity and uncertainty. This 

demonstrates that an index's validity has two aspects: 

conceptual and methodological validity. The importance of 

conceptual validity in the substance of social vulnerability is 

growing, but it is becoming more difficult to achieve and 

assess. It necessitates terminological clarity, empirical proof, 

and a social vulnerability theoretical framework. 

Attempting to validate a social vulnerability index is limited 

by a number of factors. To begin with, scientific evidence on 

social vulnerability is difficult to come by. Social 
vulnerability is frequently concealed, complicated, and 

nested in a variety of human features and variables tied to 

many levels of society. Second, the concept of vulnerability 

is conceived in at least two ways. On the one hand, it is seen 

as a comprehensive and generic notion that encompasses a 

wide range of intricate interrelationships. On the other hand, 

it is viewed as a more monolithic idea, focused on a particular 

item in relation to a certain hazard, such as river-flood 

evacuation needs. Vulnerability is better suited for 

experimental tests depending on the conceptualization. Third, 

estimating societal vulnerability is challenging due to 

methodological issues. Indicators and indices are numerical 

substitutes for real-world occurrences. In order to obtain 

computation and comparability, quantitative assessments of 

qualitative phenomena are subjected to generalizations. 

Because of these difficulties, it's not unexpected that most 

social vulnerability index examinations focus primarily on 
index generation rather than extra validation. The availability 

of data limits the building of an index (King, 2001) [37], and 

independent second data sets are limited. Technical 

validation of such indices is becoming more common, for 

example, through sensitivity and uncertainty analysis (Wu et 

al., 2002) [58] or random simulation testing of index 

robustness using Monte Carlo simulations (Gall, 2007) [32]. 

Finding empirical evidence of social vulnerability is often the 

focus of validation at other spatial levels. When the danger 

settings, as well as the spatial and cultural environment, are 

the same, this strategy can be used (O'Brien et al., 2004) [43]. 

When the same theoretical framework is used, the feasibility 

and success of such a validation at several scales is even more 

feasible. 

The objective behind estimation of SVI and its validation is 

to find evidence whether the construction of a Social 

Vulnerability Index without direct relation to disaster impact 
or hazard parameters is valid. That means that 
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 The identification and analysis of various factors of SVI 

(social vulnerability index) using factor analysis.  

 Assessment of dependent and independent variables and 

their validation through various common indicators.  

 The Correlation between two variables (SVI) using 

logistic regressions and assessment of accuracy result.  

 The identification of various mouzas of Manikchak 

Diara of Malda district having high SVI, moderate SVI 

and low SVI. 

 

2 The Study Area 
The district is located between Latitudes 24°40'20"N and 

25°32'8"N, and Longitudes 87°45'50"E to 88°28'10"E (Fig. 

1), and is bordered on the south by Murshidabad district, on 

the north by Uttar Dinajpur district, on the east by 

Bangladesh, on the west by the state of Bihar, on the north 

east by Dakshin Dinajpur district, and on the southwest by 

Jhar The district covers around 3,733 square kilometres and 

is located 365 kilometres from Kolkata, the state capital. 

Malda is divided into 15 blocks and two sub-divisions, Sadar 

and Chanchal. Englishbazar is the district headquarters. 

Within the district, the Diara includes the Manikchak, 

Kaliachak I, II, and III blocks, as well as the Englishbazar 

block. Among them, the Manikchak block has been 

considered. In the transitional zone between the upland and 

the swampy Tal track, the Diara is a reasonably well-drained 

flatland formed by alluvial deposition of younger alluvium. 

The Diara tract is an eight-mile-wide stretch that runs along 
the western and southern edges of the District. It was formed 

by millennia of fluvial action by the Ganges, whose old 

channels may still be traced, starting at the current course of 

the Bhagirathi River at Gour and extending westwards in 

stages. The soil is pale in colour and has a sandy texture. This 

tract covers 112188 hectares. 

 

 
 

Fig 1: Location of Manikchak Block and river erosion affected areas 

 

Thousands of individuals become landless and lose their 

livelihood every monsoon season. As a result, their demand 

for reallocation to the government far exceeds the 

government's available land resources. As a result, victims 

must look for property on their own, resulting in neo-refugees 

with several social issues. Non-affected residents are not 

eager to welcome the victims. Crime can sometimes rise as a 

result of the poverty that has been produced. The neo-
refugees prefer to build their huts on public works department 

(PWD) roadside since breaking their huts requires a lengthy 

procedure, and these roadside huts also result in a high rate 

of vehicle accidents. Following the reallocation, social 

groupings as well as conflict between victims and non-

affected people have emerged. Previously, there was often a 

variety of religions, but following reallocation, they all chose 

the same religion, and religious clustering begins (Thakur et 

al. 2011) [57]. 

 

3 Materials and Methods 

3.1 Social Vulnerability Factors 
District statistics Handbook and field survey data were 

utilized to estimate social vulnerability at the district level in 

West Bengal. The data was first evaluated using a factor 

analysis, and then the data was validated using a logistic 

regression model in the second stage. The goal of component 
analysis is to create profiles of social groupings based on 

particular traits such as income, gender, and age, which can 

be related to building type, rural location, and medical 

treatment. The fundamental goal of component analysis is to 

decrease variables so that a set of variables those summaries 

social vulnerability characteristics may be created. In 

addition, the structures of variable groups can be elicited in 

order to create a social vulnerability profile. 

 

3.2 Factor analysis  
Factor analysis is a multivariate analysis technique for 

identifying information packing that takes into account all 

variables' interdependencies (Bernard 2006: 495) [24]. For 

data reduction and to find variable groups, the factor analysis 

is performed in SPSS version 14.0 with a principal 

component analysis. The factor analysis methodology 

follows a consistent procedure (e.g. Nardo et al., 2005) [42]. 

The goal of principle component analysis is to discover a 

linear combination of variables that accounts for as much 

variance as feasible in the original variables. By rotating the 

axes of the components perpendicular to each other, a 

Varimax rotation with Kaiser Normalisation is applied to the 

component matrix to make interpretation easier 

(Schneiderbauer, 2007: 55) [54]. This stage separates the 

various components from one another as much as feasible. 

All of the extracted communalities are greater than 0.5, 

indicating that the extracted components accurately describe 
the variables. Only eigenvalues bigger than one are used in 

the interpretation, and absolute loading values less than 0.30 
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are suppressed (Nardo et al., 2005: 40, 43; B uhner, 2006: 

200, 211; Bernard, 2006: 677) [42, 25, 24]. The standardized 

variance associated with a given factor is known as the Eigen 

value. Another criterion for limiting the number of elements 

is the scree plot. The components on the steep slope up to the 

curve's "scree elbow" are particularly capable of explaining 

the majority of the data. 

The factor analysis follows the idea of variance 

maximization, in which the factors that explain the most 

variance of all items are sought after (Buhner, 2006: 182). 

The variable selection is adequate for factor analysis, 
according to the Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy (KMO) of 0.905. The KMO illustrates how much 

of the variance in the variables is explained by underlying 

factors. KMO-scores greater than 0.60 indicate an acceptable 

level of compatibility with the test, and values greater than 

0.80 suggest an excellent level of compatibility (as cited in 

Buhner, 2006: 207) [24]. The Bartlett's test of sphericity with 

a result less than 0.05 rejects the hypothesis that the variables 

are unrelated and thus unsuitable for structure discovery. 

The factor analysis uses 41 variables as input (Table 1) to 

reveal seven latent factors and characterize relationships 

between all variables, accounting for 76.6 percent of the total 

variance. Only the first three factors (or components) have 

more than two loading values, as indicated in the first three 

columns, namely region, socioeconomic state, and fragility 

(Table 1). The values of each variable that load the highest in 

the seven factors matrix are referred to as three factors values. 

Within the value loadings, factor analysis identifies major 

latent groupings. These variables can be used to calculate the 

composite index. The first component is region, which 

includes factors related to regional urban or rural aspects such 
as population density and dwelling type (Table 1). This 

component is made up of variables that include both negative 

and positive aspects of river bank erosion risk, such as 

medical care density and population density. The second 

component represents socioeconomic conditions that are 

linked to financial deficits or income resources, allowing for 

the interpretation of specific age and employment groups. In 

contrast to middle-aged persons, the third component 

highlights the elderly physical infirmity or need for 

assistance. 

 
Table 1 Rotated component matrix of the factor analysis showing the computed value loadings  

 

Input Value with presumed direction 

towards vulnerability: '-'more 

vulnerable, '+' more capacities 

Component 

1 2 3 4 5 6 7 

-Residents below age 6  0.773 -0.423     

+Residents from age 30 to 50   -0.85     

-Residents age 65 and older  -0.318 0.882     

-Persons in need of care   0.586   0.377  

-Handicapped unemployed  0.629      

-Female gender 0.632  0.545     

+Income per household  0.767   -0.343   

-Unemployment  0.83 -0.33     

+Female employed 0.821       

+Foreign employed  0.705      

+High qualification employed 0.737 -0.307    -0.329  

-Foreign females  0.828      

-Social welfare recipients 0.433    0.655   

-Rent Subsidies  -0.811      

-Graduate without basic education  -0.415   0.38  0.54 

+Graduate with high school graduation 0.74 -0.337      

+University students 0.719      -0.454 

-Foreigners 0.597 0.618      

-Residents per doctor -0.829       

+Hospital beds 0.707     0.348  

+Rural Population -0.724   0.303    

-Population per settlement area 0.833     -0.358  

+Open space -0.735    -0.383   

+Building land prices 0.634 0.484      

-Commuters in 0.734       

+New apartment  0.35 -0.681     

+One and two family homes -0.819       

-Small apartment 0.824   0.378    

+Living space per person -0.351 -0.483    0.444  

-Person per household -0.756  -0.376     

-New residents 0.697 0.34 -0.369     

-Municipality debts per residents     0.567   

-Tourist overnight stays    0.904    

+GDP per labour force  0.637     0.396 

-Key funds allocation  -0.8      

+Fixed investment -0.375 -0.613   -0.359   

-Day care centre  -0.866      

-Rehabitation centre per residents    0.84    

-Elementary school per residents -0.649       

-Medical care centre   0.451   0.618  

-Population projection age 60+  -0.736 0.58     

-Interpretation  
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-Positive value loading Rural Young Income Old Fragile Tourism Welfare Debates Care centres Low Education 

-Negative value loading Rural 
Financial 

Deficiencies 
Middle age, 

Home worker 
    

-Percent variance explained 26.10% 22.10% 10.90% 5.40% 4.70% 4.60% 2.80% 

Total=76.6%  

Factor name Region 
Socio Economic 

Condition 
Fragility     

 
Exclusion or selection of variables for input can affect factor 

analysis. However, assessment of the factor analysis with 

stepwise exclusion of variables in the model reveals that the 

41 set of variables (Table 1) is internally sound. In addition, 

the factor analysis was done step by step, starting with two 

variables and gradually adding one more. The patterns found 

have also been verified through stepwise testing. However, 

there is no clear correlation between this outcome and danger 

or disaster factors. An indicator developed by factor analysis 

that requires either internal statistical reliability analysis, 

such as Cronbach's alpha, or, better yet, validation by a 

separate data set. 

 

3.3 Validation of social vulnerability by factor’s impact 

analysis 
The endpoint of data analysis for the production of a social 

vulnerability index is usually the outcome of factor analysis. 
The results of the factor analysis are tested in this chapter by 

testing the patterns of the factor analysis on a real-life 

occurrence. A second data set was chosen to evaluate the 

social vulnerability profiles on a genuine bank erosion 

incident. The research topic is whether an actual extreme 

bank erosion event discloses some of the potential social 

vulnerability predicted by Table 1's vulnerability criteria. 

A testing category must be identified in order to uncover 

proof that the hypothesized social vulnerability concept and 

profiles play a role in catastrophe outcome. The question 

"Did you have to leave your home owing to the flood?" was 

recognized as a discriminator of those badly affected by the 

flood in terms of social vulnerability for the purposes of this 

study. This question encompasses a broader breadth of 

exposure, susceptibility, and capacities than just the 

economic standpoint. People who were forced to flee their 

homes (765 of 1697) were more vulnerable to floods, had to 
cope with temporary accommodation, and required a 

recovery period following the flood. They required not just 

financial resources, but also social networks such as relatives 

and friends. 

A small percentage of those forced to flee their homes 

(N=765) needed to seek emergency refuge (N=70). This is a 

particularly intriguing subgroup because it is likely that these 

individuals lacked other social networks or financial means. 

These are merely assumptions, given the questionnaire 

contains no questions concerning the precise reasons behind 

each individual's decision in the poll. They can, however, be 

linked to data from evacuation groups on social vulnerability 

(Cutter et al., 2003; Chakraborty et al., 2005) [28, 27]. As a 

result, the test categories "people forced to leave their house" 

and "people compelled to seek emergency shelter" were 

chosen to elicit various social group profiles. It allows 

comparisons to be made between those who had to flee and 

those who were able to stay in their homes despite being 

flooded. 

The final test category is based on the following question: 

"Are you pleased with the current state of damage 

regulation?" The responses were graded on a scale of one to 

six, with one being the most positive and six being the most 
negative. For bivariate comparison, this range is converted to 

binary coding. This dependent variable can identify indirect 

financial demands and satisfaction with administration to 

some extent. As a result, this sort of susceptibility measure is 

used in conjunction with the other two dependent variables 

that capture exposure and evacuation requirements. 

 

3.4 Logistic Regression model  
The logistic regression is calculated for each of the three 

binary dependent variables, i.e. leave home, emergency 

shelter, and regulation, using the second data set. Each 

dependent variable is examined using the same subset of 

independent variables that has been pre-selected (Table 2). 

The fundamental goal of logistic regression is to determine 

whether or not the independent variables differ significantly. 

The dependent variables contain binary yes/no situations, 

while the independent variables represent demographic 
vulnerability characteristics (e.g., age of people). For 

example, inside the full logistic regression model, 

independent variables like age are compared to the dependent 

variable leave home to see if age is a feature that distinguishes 

human groups as more vulnerable. 

 

 
 

Fig 2: Minimum and maximum probabilities of the three logistic regression 

 

The logistic regression provides two sorts of measurements, 

both of which are relevant in this context. Rooms, home 
ownership, urbanity, age, home for emergency refuge, 

primary school, and unemployment are all independent 

factors in this model. To begin, the regression model 

identifies which independent variables are significant across 
the entire model; only these are used to calculate probabilities 

(Table 3). Second, the probabilities estimated for each 
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independent variable's minimum and maximum values 

indicate the dependent variable's influence direction (Table 3 

and Fig. 2). This direction can be either positive or negative, 

implying that flood impact rises with increasing values, such 

as more income, or is inversely connected. 
 

Table 2: Dependent and independent variables used for all three 
logistic regressions 

 

Dependent 

Variables 

Independent 

Variables 
Sub Variables 

leave home age unemployed 

emergency shelter gender pensioner 

regulation high school degree residents up to 14 years 

 

elementary school persons per household 

income very high rooms 

income low home ownership 

high qual employed urbanity 

 

3.5 Process of Validating Social Vulnerability Index:  
The validation technique consists of two steps: first, the 

independent variables of the factor analysis (Table 1) were 

tested for validity by running a logistic regression model with 

the independent variables of the independent second data set. 

Because the second data collection did not capture all of the 

same demographic factors as the first, only a few independent 

variables from the first data set are available from the second 

data set at the same time (Table 4). Rurality, house 

ownership, rooms, age, unemployment, and primary school 

are six independent factors in the second data set that can be 
used to measure discriminatory vulnerability, according to 

the logistic regression analysis. These six variables capture 

demographic and spatial features that are also captured by the 

first data set's nine independent variables. It signifies that 

specific variables were validated as having a significant 

impact on identifying susceptibility in the first step.  

 
Table 3: Calculated significances, probabilities and confidence intervals for the three dependent variables 

 

Dependent Variables Independent Variables 

Significance Probabilities 

Sig. 
95.0% 

Lower CI 

95.0% 

Upper CI 
P min P max 

95.0% CI 

Change min 

95.0% 

Change max 

leave home rooms 0.024 0.877 0.991 0.5755 0.2624 −0.5506 −0.0756 

 home ownership 0.019 1.066 2.053 0.4272 0.5245 0.0167 0.1779 

 urbanity 0.000 1.272 2.261 0.4091 0.5399 0.0608 0.201 

emergency shelter age 0.012 1.010 1.081 0.0067 0.1785 −0.0537 0.3974 

 home ownership 0.003 0.175 0.707 0.0636 0.0233 −0.0752 −0.0052 

regulation elementary school 0.019 0.325 0.905 0.8873 0.8102 −0.1453 −0.0089 

 unemployed 0.020 0.221 0.881 0.8719 0.7502 −0.2457 0.0024 

 

This knowledge can be applied to a subset of nine variables 

from the first data set's 41 variables. It would be dangerous to 

assume that this approach validates the entire 41-variable 

model. At least nine variables from the first data set, such as 

population/settlement area, one and two family homes, rural 

population, small apartments, residents (age 30-50), residents 

(age more than 65), unemployment, living space, and 

graduates with an elementary education, can be assumed to 

describe vulnerability. The other 32 independent variables 
are either not significant in the regression model or are not 

testable because they are not included in the second data set. 

This isn't to say that they can't be relevant in another model 

or that they aren't meaningful. The factor analysis is 

conducted with a subset of nine independent variables from 

the Federal Statistics in the second step of the validation. The 

goal of the second step of validation is to see if the 

components (or social vulnerability indicators) that were 

obtained without any direct disaster-relation are disclosed in 

the same way by the limited set of nine validated variables.  

The three factors produced from the nine variables as grouped 

in the rotated component matrix (Table 5) exhibit the 

identical factors that were discovered with the complete 
variable set of 41 variables with the entire federal statistics 

set as a result of the validation (Table 1). The fact that the 

factors are generally valid is revealed by this outcome. 

 
Table 4: Comparison of the nine variables of the Federal Statistics with the according variables of the logistic regression 

 

Variables of the logistic regression Variables of the factor analysis from the first data set 

Rurality (urban areas have more than 150 persons per km2 per municipality) Population per settlement area 

home ownership One and two family homes 

Rurality (rural areas have less than 150 persons per km2 per municipality) Rural population 

rooms [2; 21] Small apartments 

age Residents from age 30 to 50 

age Residents age 65 and older 

unemployed Unemployment 

rooms [2; 21] Living space pp 

elementary school Graduates with only elementary education 

 
Table 5: Rotated Component Matrix of the nine variables of the federal statistics that are validated by the logistic regression 

 

Component 1 2 3 

Population per settlement area −.951   

One and two family homes 856  −.358 

Rural population .831   

Small apartments −.788   

Residents from age 30 to 50  −.935  
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Residents age 65 and older  .913  

Unemployment  .383 .853 

Living space pp .416  −.716 

Graduates with only   .697 

elementary education    

Factor name Region Fragility Socioeconomic conditions 

  

The selection and aggregation of the Social Vulnerability 

Index is based on the elements produced from factor analysis. 

Each element produces one indication, and the index is made 

up of the aggregated indicators. Each component must have 

the ability to indicate both positive and negative indications 

of vulnerability to the same degree in order to enable both 

positive and negative indicators of vulnerability to the same 

degree. First, the variables are normalized to equal intervals 

between zero and one. Missing values are substituted with the 

variable's average value, ensuring that there is no trend in the 

average of all negative or positive variables. Each county's 

susceptibility is varied as a result of this. The three factors are 

utilized as social vulnerability indicators. 

 

4 Results  

4.1 Analysis of Social Vulnerability Index (SVI) 
The SVI (Fig 3) identifies demographic patterns of river-

flood sensitivity, capacity, and prospective exposure. It's 

calculated by adding three indicators: fragility, 

socioeconomic conditions, and region. The indicator fragility 

is the ratio of old citizens (>64 years); the indicator socio-

economic circumstances is the living space per person, the 

(un)employment ratio, and the kind of education; and the 

indicator region is the population density and dwelling type. 

The results are displayed in ratios per county as equal 

intervals from zero to one, using data from the Statistical 

Handbook, Malda. 

 

 
 

Fig 3: Social Vulnerability Index Zone Map of Manikchak Diara of Malda district, West Bengal 

 

Low SVI areas (Fig. 3) are known for their proclivity for river 

bank erosion. Existing capacities for erosion mitigation, such 

as financial capacities for private preparatory measures and 

recovery from erosion by high-income sources, are examples 

of these strengths. These counties have no signs of possible 

erosion, such as high population density. Elderly people's 

susceptibility, as well as their physical fragility, is often low. 

Counties with a high SVI have a lot of flaws when it comes 

to bank erosion. Lack of capacities, high levels of 

vulnerability, and signs of exposure potential are among these 

flaws. 

The SVI detects future county strengths and weaknesses, not 

actual river-flood danger or hazard. There is no danger 

information in the SVI; hence there is no actual exposure. The 

SVI, on the other hand, is not a natural hazard index because 

the variables are chosen and aggregated only after flood 
effect evidence. The indicator input variables are developed 

once the flood impact on various social groups and settlement 

types has been validated. Counties have different social 

vulnerability profiles based on demographics, population 

density, and settlement form. The SVI's strength is that it is 

not reliant on direct hazard information. It identifies 

important components of flood effect and danger that hazard 

evaluations miss. 

For their ability to evaluate multivariate interdependencies 

between the selected variables, the conventional statistical 

methods of factor analysis and logistic regression were used. 

This appears to be an appropriate measure for capturing the 

multiple interdependencies in the case of social vulnerability, 

and it allows for the elicitation of previously unknown 

interrelationships between demographic and spatial variables 

on the mouza scale in different places of Manikchak Diara of 

Malda District. While the choice of input variables can cause 
changes in the component composition, the display of the 
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matrix with the value loadings allows for a straightforward 

and comprehensible interpretation. Multiple interdependencies of 

the input factors can be analyzed using logistic regression 

against particular test categories of social vulnerability 

outcome. This technique, like factor analysis, is sensitive to 

the choice of input parameters. The stepwise inclusion and 

exclusion of input variables, as well as the sensitivity tests, 

revealed that the main pattern of interdependencies is robust 

for both methodologies. This combination of methodologies 

successfully indicates that latent interdependencies of social 

vulnerability may be identified, grouped into indicators, and 
a way for validating these indicators can be found. The 

validation demonstrates that the selected factors are valid in 

identifying societal vulnerability as a critical component in 

the context of river-floods; second, composite indicators can 

be constructed without having a direct relationship to hazard 

characteristics. 

 

4.2 Social Vulnerability analysis of Manikchak Diara 

using Social Vulnerability Index  

More than 15 mouzas in Manikchak diara have been 

impacted by channel shifting and river bank erosion. A big 

number of individuals from rural backward areas are facing 

socio-economic vulnerability as a result of severe bank 

erosion in the Diara region of Malda district. People's 

livelihoods and social security are eroding day by day. They 

are being pushed to migrate from their own countries to other 

countries in search of work and a way of life. Hjaubona, 

Rezakpur, Kamaluddinpur, Daridiar Jhaubona, Dharampur, 

Manikchak, and Gopalpur mouzas in Manikchak are 

characterised by high socioeconomic vulnerability, with 
frequent bank erosion and flooding (Table 6 and Fig 4). 

Shukurullapur, Darijayrampur, Samastipur, Dakshin 

Chandipur, Paschim Narayanpur, and Ranigani have low 

bank erosion susceptibility because the population have the 

ability to cope with the problem. Hamidpur, Shobhapur, 

Paranpur, Narayanpur, Gobindapur, and Rostampur, as well 

as a remote area of the Manikchack diara with JL. Nos. 23, 

24, 25, 27, 28, 29, 30, 31, 35, 36, and 81, are land safe 

mouzas. 

 
Table 6: Mouza Level status of SVI in Manikchak Diara 

 

 
 

Certain validation conditions and restrictions must be 

emphasized. Despite the fact that the survey's research area is 

very extensive, covering the Manikchak Diara Block, 

generalizing the results to entire river channels is 

problematic. More case studies are needed to cover all of 
Malda's regions. Although the questionnaire covers 

important data categories, it was not created with the 

objective of validating a social vulnerability indicator or the 

findings of this study. As a result, not all variables can be 

tested for validity. 

The dependent variables were chosen based on the idea that 

having to leave one's house or seek emergency refuge has a 

significant impact. Although this type of measure has been 

utilized in the literature to detect social vulnerability 

(Chakraborty et al., 2005) [27], the extent to which it exposes 

social vulnerability in Malda area has not been thoroughly 

investigated. It is, nevertheless, a good opportunity for the 

exploratory nature of this pilot project, given the lack of 

analogous initiatives. To extract coping problems of an 

indirect economic, administrative, and perception nature, 

regulation satisfaction was used. The author's assumptions 

and decisions influence the selection of variables, the 
exclusion of sub-variables, and the establishment of 

thresholds. 

In compared to all interviewees affected by the flood 

scenario, the results of the analyses suggest that home owners 

were more likely to leave their home for a length of time but 

less likely to seek emergency shelter. This might be viewed 

as home owners being more exposed than the norm, but 
having more financial and social resources on hand in the 

event of an evacuation. It's possible that home owners have 

more financial resources to plan for hazards privately, but this 

relationship isn't evident from the data presented in this 

chapter, therefore such an assumption should be avoided. 

Because urban residents had to leave their homes more 

frequently than rural residents, it's possible that population 

density plays a factor. Many senior residents were forced to 

seek emergency refuge due to a lack of financial or social 

resources to find alternative shelter or lodging with relatives, 

friends, or motels. Damage regulation is more unsatisfied by 

persons with a low educational level and those who are 

unemployed. This may be consistent with findings from other 

social vulnerability studies indicating persons with low 

qualifications have limited access to damage compensation, 

which could be due to a variety of factors. As with any 

interpretations in this case, one must exercise extreme 
caution, because the underlying reasons for each individual 

answer to the interview are not documented. As a result,  
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while this semi-quantitative technique allows for the 

identification of social vulnerability patterns, it does not seek 

causal explanations. 

 

5 Discussion 
The number of rooms, home ownership, and degree of 

rurality are capable of explaining the distribution of 

individuals who had to leave their home and those who did 

not in the regression with the dependent variable leave home. 

For each independent variable, the likelihood of the 

dependent variable (leave home, answer "yes") can grow or 
decrease. 

The probability relationship between the variable rooms is 

inverse. The lower the proportion of those in the group who 

had to leave their home, the higher the number of rooms. In 

other words, persons who lived in smaller flats had to leave 

their homes more frequently. The lower the proportion of 

those in the group who had to leave their home, the higher the 

number of rooms. 

The larger the proportion of homeowners to tenants, the more 

likely it was that these families were forced to flee their 

homes owing to the flood. People who live near rivers are less 

harmed than those who live far away. 

Age (from 16–95) and home ownership are likely to explain 

the distribution of those who had to seek emergency shelter 

against those who did not in the regression with the 

dependent variable emergency shelter. It was common for 

people of a certain age to seek emergency shelter.  

The larger the proportion of homeowners to tenants, the less 
likely these households was to be forced to seek emergency 

refuge as a result of the flood. This violates the dependent 

variable leave home's ownership prediction direction. 

Elementary school and unemployment explain the 

distribution of satisfaction with damage regulation in the 

regression with the dependent variable regulation. Damage 

regulation dissatisfies people with a low educational 

background (elementary school). Unemployed folks are 

subjected to the same observation.  

Low SVI mouzas are characterized by river-flood resistance. 

Existing capacities for river-flood mitigation, such as 

financial capacities for private preparedness measures and 

flood recovery by high-income sources, are examples of these 

strengths.  

Counties with a high SVI have a lot of flaws when it comes 

to river flooding. Lack of capacities, high levels of 

vulnerability, and signs of exposure potential are among these 
flaws. 

 

6 Conclusion 
The social vulnerability index (SVI) (Fig. 3) is made up of 

three variables (fragility, socioeconomic conditions, and 

region) that were produced from census data factor analysis 

and validated by a second data set. While most sub national 

quantitative vulnerability assessments end with the 

generation of vulnerability indicators, this work goes on to 

show how to validate vulnerability indicators further. In the 

first step, impact analysis is used to assess the vulnerability 

factors discovered by factor analysis in a real-life flood event. 

The logistic regression demonstrates that some demographic 

vulnerability variables do distinguish between those who are 

afflicted and those who are not. The factor analysis is rerun 

with the subset of variables that could be validated. The 

approach's validity is further supported by the emergence of 
the same variables. Region, social conditions, and fragility 

are the three key criteria identified and used as markers of 

social vulnerability. The SVI identifies German counties with 

a potential for high or low social vulnerability to flooding. 

Because social vulnerability is considered independent of 

individual river flood hazard, this index does not include 

hazard data. This index provides the foundation for a 

comprehensive risk assessment that includes both hazard and 

vulnerability studies. 
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