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Abstract 
With the advent of technology cloud computing has become 

the next generation of network computing where cloud 

computing can deliver both software and hardware as on-

demand services over the Internet. Cloud computing has 
enabled small organizations to build web and mobile apps for 

millions of users by utilizing the concept of “pay-as-you-go” 

for applications, computing, network and storage resources 

as on-demand services. These services can be provided to the 

tenants in different categories: Infrastructure as a Service 

(IaaS), Platform as a Service (PaaS) and Software as a 

Service (SaaS). In order to decrease the costs for the cloud 

users and increase resource utilization, cloud providers try to 

share the resources between different organizations (tenants) 

through a shared environment which is called Multi-Tenancy. 

Even though multi-tenancy’s benefits are tremendous for 

both cloud providers and users, security and privacy concerns 

are the primary obstacles to Multi- Tenancy. Since Multi-

Tenancy dramatically depends on resource sharing, many 

experts have suggested different approaches to secure Multi-

Tenancy. One of the solutions is resource allocation and 

isolation techniques. In most cases, resource allocation 

techniques consider but are not sufficient for security. 
OpenStack community uses a method to isolate the resources 

in a Multi-Tenant environment. Even though this method is 

based on a smart filtering technique to segregate the resources 

in Compute nodes (the component that the instances are 

running on it in OpenStack), this method is not flawless. The 

problem comes up in the Cinder nodes where the resources 

are not isolated. This failure can be considered as a security 

concern for a Multi- Tenant environment in OpenStack. In 

order to solve this problem, this system explores a method to 

secure Multi- Tenancy for both sides in the Compute node 

and for backend where Block Storage devices for the 

instances can be isolated as well and with advanced software 

technologies and will address the societal changes due to 

cloud computing. 
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Introduction 
With the advent of cloud computing technology, cloud security has become a big issue in the cloud. Security needs to be 

considered as one of the most serious concerns for cloud customers such as enterprises and companies. That big issue mostlyis 

driven by Multi-Tenancy that refers to sharing the resources in cloud computing that leads to integrity and confidentiality risks. 

In order to conquer the security issues in cloud computing and propose solutions, it is necessary to know more about the 

architecture of Multi-Tenancy, different attack vectors and attack surfaces [1]. 

Multi-Tenancy is a way of trying to achieve an economic gain in Cloud Computing by utilizing virtualization and resource 

sharing. Multi-Tenancy implies different meanings from different points of view and services. In SaaS, Multi-Tenancy implies; 

when two or more users use the same software or application that is provided by the Cloud Service Provider irrespective of the 

resources [2, 3]. In PaaS, Multi-Tenancy happens; when a platform or VM is shared between two users (Developers) or more. In 

IaaS, Multi-Tenancy happens when two or more VMs belong to different users are sharing the same resources (physical 

machines) [5-8]. In order to have a better concept of multi-tenancy, Figure 1 shows the benefits of multi-tenancy. 
Figure 1 clearly shows all the possible benefits of Multi-Tenancy in cloud computing. As tree shows, all these benefits lead to 

either virtualization or resource sharing or a mix of them. In other words, it can be said “Multi-Tenancy = virtualization + 

resource sharing”. By the way of the example for its benefits, the separation of hardware failures from software failures is 

possible by virtualization; or resource sharing brings a reduction in energy consumption that finally leads to a reduction of 

emission gasses and costs. These two inseparable features have a direct impact on VM mobility and over-provisioning [9, 10]. 

With VM mobility cloud providers are able to reallocate the VMs into clusters and minimize the number of the used servers  
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through high resource utilization. In addition, by over-

provisioning cloud service providers are able to sell more 

than the resource‟s capacity to the users [1]. Multi-Tenancy 

has pros and cons; even though Multi-Tenancy is imagined 

as a great chance for the developers, security experts see the 

Multi-Tenancy as a vulnerability that can be considered as a 

threat to confidentiality. It is very important for the cloud 

service providers to try to keep both features, VM mobility 

and over provisioning and any security solution needs to 

consider those features. 

 

 
 

Fig 1: Benefits of Multi-Tenancy tree [1] 

 

Cloud computing can be defined as data center resource 

sharing through virtualization. Put it 

 multitasking  or  multi-processing  share  common 

differently, multiple users use the same resource through 

different services. This system provides broad network 

access, scalability, and virtualization as the essential 

characteristics of cloud computing as a service to the 

customers (Pay-as-you-Go). The biggest challenge through 

the security in Multi- Tenancy refers to the tradeoff between 

security and costs. Tim Watson says although one provider 

may offer a wonderful secure service and another may not, if 

the latter charges half the price, the majority of organizations 

will opt for it as they have no real way of telling the difference 
[2]. 
Security has a significant role in cloud computing regardless 

of the service type (IaaS-PaaS- SaaS) that is dedicated to the 

users. By the way of example in the case of SaaS, cloud 

service providers provide software or application for users to 

use. In that case, if a malicious user gets access to the 

software‟s location, then the attacker has the potential to 

make inaccessible the resources for all other users. This type 

of attack can be extended for all other services [11-13]. In the 

following part, you can see the comparison between different 

services and the suggested solutions. 

 

A. Multi-Tenancy Security Issues in Cloud Computing 

There are many good reasons for Multi- Tenancy to be 

considered as a security threat in cloud computing; First of 

all, confidentiality and privacy can be menaced by multi- 

tenancy. Even though users are separated from each other at 

the virtual level, the hardware is not isolated and users share 

the hardware. Multi-Tenancy is relevant to multi-tasking   in   

operating   systems   whereprocessing resources such as a 

CPU. Multi-tenancy, like multitasking, directs to a large 

number of privacy and confidentiality threats [3, 14, 15]. 

Secondly, Subashini et al suggest using isolation for both in 

physical layer and application which this segregation needs 

to be enough intelligent to isolate the data from different 

users. Subashini believes the Intrusion of data of one host by 

a malicious user is possible due to the shared feature of multi-

tenancy. This intrusion can be done either by hacking through 

the loopholes in the application or by injecting client code 

into the SaaS system [4]. 

Thirdly, Azeez et al describe security as the big challenge in 

a Multi-Tenant environment, and they tried to build a secure 
architecture for (SOA framework) where users are enabled to 

move their applications to a Multi-Tenant environment with 

almost changes to those applications [5]. To increase security 

in the cloud, the VR team has suggested a layer of security 

and depicts virtualization as an issue of the hosting layer 

because of hosting different virtual machines in the same 

physical machine [6]. The last but not the least, Cloud Security 

Alliance (CSA) describes the problem with current security 

solutions for making a Multi-Tenant environment secure due 

to the separated location of the cloud environment. They do 

believe Multi- Tenancy has increased the potential of 

intrusion in the cloud [7]. 

The unique feature about Multi-Tenancy from a security 

perspective is in a Multi- Tenant environment both attackers 

and victims are on the same side, for example, they are 

sharing one VM. 
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Fig 2: Difference between Multi-Tenancy and other networks [1] 

  

Figure 2 depicts the different cases of attacker and victim and 

networking between them.As shown by Figure 2, in case one 

as the simplest case of cyber- attack, both attacker and victim 

are internet users. In order to prevent such attacks, users can 

use traditional cyber-security techniques. In case two both 

attackers and victims are the tenants of a cloud service 
provider, but they are located on separated physical servers. 

Due to the usage of a virtualization layer on top of physical 

servers, there is a need for utilization of virtual network 

security devices for providing security in the cloud or a way 

to isolate the shared resources. Case three clearly shows the 

problem that this project is trying to mention. As can be 

observed, case three illustrates Multi- Tenancy where both 

attackers and victims are cloud‟s tenants, and they are 

sharing the same physical server. 

The network communication between the attack‟s VM and 

victim‟s VM through the physical server imposes one of the 

most security challenges in cloud computing. Something that 

makes it hard for security experts to overcome is in this case 

traffic will not leave the physical machine and it makes it 

harder to use virtualized network security devices that are 

used in case two [1]. 

Cloud computing is known as one of the most popular and 
widely exploited technologies that gives this opportunity to 

all small and big enterprises to access system resources via 

the internet. A wide range of users‟ needs such as data 

storage, processor power, and software via outside sources 

with the concepts of pay-per-use is fulfilled by Cloud 

Computing. It means customers (users) can use the resources 

as long as they pay for it as a tenant. Cloud computing brings 

great advantages for customers such as high flexibility and 

performance without requiring complicated maintenance 

tasks [27]. In order to take full advantage of cloud computing, 

Multi- Tenant architecture is designed with the goal of 

maximizing resource sharing among users. Not only Multi-

Tenancy provides full resource utilization for the cloud 

providers, but also it decreases the cost for the clients. Multi-

Tenancy can be described as an architectural structure that 

allows all resources to be shared by multiple users and sub-

users at the same time [27]. 

Even though Multi-Tenancy brings many advantages both for 

service providers and customers, it is not flawless and it has 

its own security issues. Multi- Tenancy security issues are 

related to integrity and confidentiality risks in sharing 
resources in cloud computing. When multiple users are 

sharing the same resources, a malicious user can take the 

advantage to get access to all other users‟ resources by using 

some tricks [1]. 

Network security experts suggest different solutions to 

overcome Multi-Tenancy security issues. Some suggest 

using resource allocation techniques due to the nature of 

Multi-Tenancy [27]. Other security experts, on the other hand, 

are of the opinion that automated security control can be the 

best option for cloud providers to protect their network from 

malicious users. They offer Intrusion Detection System [16-20]. 

Host-based IDS and Network-based IDS are two types of IDS 

that can be deployed in a cloud environment. However, for a 

Multi-Tenant environment, Network-based IDS cannot be 

useful since it can only address attacks from outsiders, not 

insiders [21-28]. Host-based IDS can be useful for checking 

inside attacks where both attackers and victims are located in 
the same place. In order to solve this problem and avoid 

imposing security tasks to the customers, this system explores 

a method for isolating the tenants in a shared environment 

and shows the importance of the automation of that method 

where there are lots of users and nodes. According to the 

National Institute of Standards and Technology (NIST), 

“Cloud computing is a model for enabling ubiquitous, 

convenient, on-demand network access to a shared pool of 

configurable computing resources (e.g., networks, servers, 

storage, applications, and services) that can be rapidly 

provisioned and released with minimal management effort or 

service provider interaction” [14]. The cloud model consists of 

five essential characteristics, three service models, and four 

deployment models; you can see the general cloud 

architecture in Figure 3. 
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Fig 3: Cloud computing definition [17] 

 

As Figure 4 shows, Cloud Computing offers three types of services: 

 

 
 

Figure 4: Cloud Computing Services [13] 

 

Software as a Service (SaaS): In SaaS, CSP or Cloud Service 

Provider is responsible for providing the applications. In 

other words, an instance of the software will be provided to 

the users over the internet. In SaaS, the software has been 

shared between multiple users since it is considered as single-

to-many. In SaaS, users are not able to control or monitor the 

infrastructures, so management and maintenance are 

centralized and is a duty of the cloud providers. SaaS is a 

network- based service, and cloud service providers need to 

make sure the service is up and running all the time. This 

service ensures the latest version of the software is available 

to the users where there is no need for users to buy expensive 
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software. The examples of this service are Google Apps, 

NetSuite [8, 13, 14]. 

SaaS serves unique characteristics; first of all, users have 

access to the application via an internet-based interface which 

is typically run from a web browser. This feature easily 

provides scalability for adding new users. SaaS supports 

Multi-Tenancy where each user can share access to the 

software with the others, so users can opt either increasing 

the scale for the cost or remain as a single tenant and have 

greater security and privacy. The SaaS model has a 

systematic model to support the software instead of 
maintenance and releasing patches to the subscribers, so users 

can use the benefits of the latest technological features 

provided by vendors without any disruption or cost for 

updating and upgrading. 

The traditional method of using software is based on 

installing software on the user‟s computer locally and buying 

the license for authorization, but with the SaaS, consumers 

don‟t need to install the software locally and they just need 

to pay for the subscription (it also can be free), and software 

will be accessible via internet. The best example for SaaS is 

Google Docs, an online word processing application where 

consumers can access it via the internet and create their own 

document. In other words, Google provides an application 

that users can use but not alter directly. It looks like the 

traditional model, but is used from the internet [15]. 

Platform as a Service (PaaS): In PaaS, the entire hardware is 

dedicated to the user as a virtualized environment, and the 

user can run its own applications on that virtualized 

environment. PaaS supports scalability where users can ask 
for more hardware resources, moreover, it supports multiple 

programming languages that are available to developers 

(users) in different platforms. In PaaS, users are not allowed 

to control the resources such as server, network or host 

operating system, but users are able to manage their own 

infrastructure by using programming provided tools [8, 13], [14]. 

As a compare with SaaS, in SaaS, the application that is 

owned by a cloud provider is ready to use, but PaaS. 

 

 
 

Fig 5: Layered cloud computing models and examples [16] 

 

Provides a platform to create and modify the applications 

where the PaaS model provides infrastructure as an 

operational and development environment for the 

deployment of the applications. 

As an example, as one of the most famous development 

platforms, Google Apps Engine can be mentioned. Google 

Apps Engine helps developers by providing different tools 

like programming languages and APIs. From a security 

perspective, PaaS leverages the strong facilities of 

cryptography to secure storage and user‟s confidential data. 

These facilities provide domain security that protects user‟s 

data from unauthorized access in a cloud environment; in 

addition, PaaS provides a privacy feedback process that users 

will be informed about any risks that endanger their sensitive 
and confidential data [15]. 

Infrastructure as a Service (IaaS): In IaaS, a pool of resources 

that are necessary for running high-performance applications 

such as servers, routers, storage and switches are dedicated to 

the user. The user is able to prepare compute, storing and 

network resourcing and control these resources without 

managing the infrastructures. In other words, the user has 

control over the devices and the applications and interacts 

with the infrastructure, but functions are provisioned by the 

cloud service provider. In IaaS, an individual user is free to 

deploy and run every arbitrary software, containing 

applications or operating systems and control of selected 

networking components (e.g., host firewalls or host IDS) [8, 

13, 14]. 

IaaS enjoys different standards and architectures from an 

organization to another, but one single solution is not 

designed for all. IaaS is a foundation for all delivery models; 

for example, Kubernetes can be installed on top of it in order 

to cluster the containers. IaaS is composed of different 

components: Physical and Virtual Servers, Storage Systems, 

Network connectivity and Network segmentation (Network 

blocs and virtual network areas), Network equipment 

(routers, switches, firewalls, etc.) , DHCP and DNS servers, 

virtualized platform, billing system, security equipment such 
as hardware-based or VM-based firewalls, Intrusion 

Detection and Prevention System. IaaS can be considered as 

a column for a cloud computing architecture where PaaS and 

SaaS are built on top of it. This architecture is clearly shown 

in Figure 5; as can be seen from Figure 5, on the left side the 

layered architecture is visible, and on the right side, different 

services and the related examples are shown [15]. 

In general, what it differs PaaS from IaaS is, in PaaS user has 

no control over the virtualization instance or network 

configuration of the server, and from the other side, in PaaS, 
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the user has no control on the hardware that application is 

running on it or application itself or network configuration 
[15]. 

 

Methodology and Method 
The various steps carried out in this research project are 

shown in order in Figure 6. The project started with gaining 

basic knowledge of cloud computing and the general 

advantage and disadvantage of moving to cloud computing. 

It was followed by learning OpenStack, Kubernetes and 

Multi-Tenancy in the cloud environment and its security 

issues. In parallel a case study was done at Ericsson to know 

more about Ericsson‟s cloud structure, and what has been 

done to provide Multi- Tenancy isolation for OpenStack. 

  

 
 

Fig 6: Process steps security and privacy of both compute nodes and 

  
After the necessary background knowledge was acquired, the 

current implementation of Multi- Tenancy in both cloud 

computing and OpenStack had examined. It was followed by 

doing the Multi- Tenancy isolation for compute node and in 

next level was extended to the block storage. The first level 

of implementation acquired by different resources and the 

second level of resource isolation was gained by a new 

method. It leads to the optimal path to increase security in 

Multi-Tenancy in OpenStack. 

 

Multi-Tenancy Isolation for Compute nodes and Backend 
 

 
 

Fig 7: Syslog before Pre-processing by ALP 

 

Proper  full  resource  isolation  improves  the 
1. Full resource isolation helps to ensure that the quality of 

service standards is met. 

2. Full resource isolation helps to fully isolate the data 

streams between the tenants through the authentication 

and authorization of the tenants in the entire OpenStack 

environment. 

3. From a security perspective, full resource isolation 

allows ensuring a high standard of security by countering 

different denial-of- service attacks. 
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Fig 8: mysyslog.log after processing by ALP Subsystem 

  
Table 1: Resource Isolation in Compute node and Block Storage 

 

Solutions/Services Resource Isolation in Compute Node Resource Isolation in Block Storage 

Node Compute Cinder 

Scheduler Nova-Scheduler Cinder-Scheduler 

Host Groups Host Aggregates Multiple Storage 

Filter 
Aggregate Instance Extra Specs Filter Aggregate Multi Tenancy 

Isol 
cinder.scheduler filter_scheduler 

FilterScheduler 

Authentication Metadata Volume Type 

Authorization Filter-tenant-id Cinder-quota 

Partition Flavor Volume 

 

3. Conclusions 
As time goes on, cloud computing has become one of the 

most popular and widely exploited technologies that provides 

the chance for all small and big enterprises to access system 

resources via the internet. The final aim of cloud computing 

is to provide a pool of resources for all enterprises to have 

their own data center in a virtual way. This can be considered 
as the best practice for small companies to be developed 

through cost reduction. This cost reduction can be extended 

with Multi- Tenancy where the pool of resources is shared 

between more than one customer. Multi-Tenancy has both 

pros and cons; from the positive angle it leads to cost-saving 

for the customers and increase in resource utilization, but it 

has its drawbacks in security and privacy. This paper has 

aimed to overcome security issues with Multi- Tenancy in 

OpenStack. It uses some suggested solutions by different 

experts and academic works, and finally, it uses it is own 

method to fully support the customers via resource isolation. 

This project uses some features of OpenStack to develop its 

idea, and implement a new method. For example, Mirantis 

implements its own filter (PlacementFilter) in nova- 

scheduler instead of using the default filter of OpenStack, but 

from the other side, this project extends resource isolation for 

backend(s) as well that is not implemented by Mirantis. It 
might be a good idea for researchers who are interested in this 

topic to work on new filters and compare the results with 

default filters by OpenStack. Moreover, using Host 

Aggregate was the work area that this project used however 

it could be interesting to find a way for using Availability 

Zone to compare with Host Aggregate. 
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