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Abstract

Cloud networks face increasing cyber threats, making
efficient intrusion detection and alert correlation essential for
maintaining security. Traditional Intrusion Detection
Systems (IDS), such as rule-based and signature-based
methods, suffer from high false positives, limited anomaly
detection capabilities, and scalability issues in dynamic cloud
environments. To address these gaps, this paper proposes an
LSTM-GRU-based Intrusion Detection and Alert Correlation
System, leveraging deep learning to enhance cloud security.
Unlike conventional methods, our approach integrates
temporal analysis (LSTM) and computational efficiency
(GRU) to detect sophisticated attacks while minimizing
processing overhead. The model achieves 96.8% detection
accuracy, a 94.5% anomaly detection rate, and 89% alert
correlation efficiency, significantly reducing redundant
security notifications. Additionally, the system processes
each network packet in 7.5ms, ensuring <10ms cloud latency

impact, making it suitable for real-time applications.
Comparative analysis against AES-based encryption
highlights its superior efficiency in real-time intrusion
detection, as encryption alone lacks proactive threat
identification. The proposed framework outperforms baseline
IDS models such as CNN, traditional LSTM, and rule-based
systems, offering higher accuracy, lower false alarm rates,
and improved scalability. This advancement enhances
Security Operations Center (SOC) efficiency, reduces alert
fatigue, and improves cloud resilience against emerging
threats. The findings demonstrate that deep learning-driven
intrusion detection is more adaptive and responsive to
modern cyber threats in cloud environments. Future work
will focus on incorporating federated learning to enhance
security in distributed cloud infrastructures while
maintaining computational efficiency.
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1. Introduction

Cloud computing has transformed digital infrastructure by offering on-demand storage, computational resources, and scalable
networking . However, as cloud adoption grows, so do cybersecurity risks, making intrusion detection and real-time threat
monitoring critical for ensuring data integrity, availability, and resilience 2. Large-scale cloud environments introduce complex
security challenges, including unauthorized access, malware propagation, data breaches, and Distributed Denial-of-Service

(DDoS) attacks E.

Traditional Intrusion Detection Systems (IDS) rely on signature-based and rule-based methods to detect threats [, While
effective for known attacks, they struggle with zero-day vulnerabilities and evolving attack patterns, making them less adaptable
to dynamic cloud infrastructures ! Additionally, these methods often suffer from high false positive rates, overwhelming
Security Operations Centers (SOC) with unnecessary alerts [¢1. The computational overhead of these DS solutions further limits
their ability to operate efficiently in real-time cloud applications "1,

To overcome these issues, machine learning (ML) and deep learning (DL) approaches have been explored in cloud security 1.
ML models such as Support Vector Machines (SVM) and Decision Trees (DT) improve detection but require extensive feature
engineering and struggle with high-dimensional network traffic data . Meanwhile, deep learning methods like Convolutional
Neural Networks (CNN) and traditional LSTMSs provide better pattern recognition but lack efficiency in processing sequential
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network traffic, leading to computational bottlenecks when
applied at scale 11,

A critical limitation in existing IDS solutions is the absence
of alert correlation mechanisms, [ which results in
redundant notifications and increases alert fatigue in security
teams 12, Without an effective correlation strategy, SOC
analysts must manually sift through numerous alerts,
reducing their ability to identify real threats quickly 131,
Moreover, traditional IDS models often introduce high
processing latency ™4, which negatively impacts cloud
service performance [°. A robust intrusion detection
framework should provide accurate threat detection[16]
while maintaining low computational costs and real-time
adaptability (271,

The increasing complexity of cloud-based cyber threats
demands 8 a highly scalable, low-latency, and adaptive
security model that can efficiently detect intrusions [,
classify attacks, and correlate security events while ensuring
minimal performance overhead [2°,

Additionally, modern cloud networks generate vast amounts
of high-speed traffic 23, requiring an IDS that can scale
dynamically without compromising detection accuracy [,
Feature extraction and selection play a crucial role in
improving detection efficiency, yet many existing methods
fail to handle high-dimensional network data effectively %3,
A well-optimized deep learning-based IDS should balance
accuracy, computational efficiency, and adaptability to
evolving threats 24, Furthermore, real-time response is
essential to mitigate attacks before they impact cloud services
2] An advanced Al-driven approach can significantly
enhance intrusion detection and alert correlation, reducing
false positives and improving SOC efficiency [81,

To overcome these challenges, this paper presents an LSTM-
GRU-based Intrusion 71 Detection and Alert Correlation
System that efficiently detects anomalous network activity in
cloud environments %81, The LSTM layer captures long-term
dependencies in network traffic ?°1, while the GRU layer
reduces computational overhead, improving real-time
detection performance % Additionally, an alert correlation
module groups similar security events, reducing false
positives and improving SOC efficiency B, This hybrid deep
learning approach ensures high detection accuracy, low
latency, and scalability, making it suitable for modern cloud
security applications 2,

Main Contributions of the Proposed Method,

= Enhances cloud network security by developing an
LSTM-GRU-based IDS that efficiently detects
anomalous activities (%1,

= Optimizes computational efficiency by integrating GRU
layers, reducing processing time 34,

= Demonstrates superior scalability and adaptability
compared to traditional IDS and AES-based security
models (91,

2. Literature Review

Traditional IDS methods, such as signature-based and rule-
based systems, have been effective against known threats but
often fall short when confronting novel or sophisticated
attacks [*°l. To address these limitations, researchers have
increasingly turned to Artificial Intelligence (Al), Machine
Learning (ML), and Deep Learning (DL) techniques to
enhance intrusion detection capabilities 71, an IDS utilizing
feature selection methods to improve detection accuracy and
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efficiency 8. While their approach enhanced performance,
it primarily focused on specific attack types, limiting its
generalizability across diverse threat landscapes B9 1DS
technique incorporating feature selection to bolster system
performance %, Despite achieving notable improvements,
the method's reliance on specific features may not adapt well
to evolving attack vectors [*4,

Conducted a comprehensive survey on ML techniques in IDS
for cybersecurity, highlighting advancements and challenges
2 They noted that while traditional ML models like
decision trees achieved high accuracies, they often require
extensive feature engineering and may struggle with high-
dimensional data 1. the challenges of operationalizing ML-
based security detections in cloud environments “4. They
emphasized issues such as model evaluation difficulties due
to a lack of benchmark datasets and the complexities of
deploying these detections in dynamic cloud settings [*°],
Implemented a hybrid model combining ML and DL
techniques for intrusion detection 61, While this approach
aimed to tackle the limitations of individual methods, the
integration complexity and computational demands posed
challenges for real-time applications. highlighted that
traditional ML models, despite high accuracy, often require
extensive feature engineering and may not adapt well to
complex, evolving threats 171,

addressed the challenges of implementing ML-based
intrusion detection in cloud environments, noting issues like
data localization and model compliance that hinder practical
deployment. a hybrid intrusion detection approach
combining ML and DL methods. Despite achieving improved
detection rates, the model's complexity and resource
requirements may limit its scalability in large-scale cloud
infrastructures. while ML techniques enhance intrusion
detection, challenges like data imbalance and feature
selection persist, affecting model robustness. the practical
challenges of deploying ML-based intrusion detection
systems in cloud environments, including issues related to
data privacy and the dynamic nature of cloud infrastructures.

3. Problem Statement

The studies by highlight key challenges in ML-based
intrusion detection systems. discusses data localization and
model compliance issues, making deployment difficult in
dynamic cloud environments. emphasize the lack of
benchmark datasets and evaluation complexities, hindering
real-world implementation. To address these issues, the
proposed LSTM-GRU-based IDS integrates a scalable
architecture, reducing compliance constraints, and employs
Bayesian optimization for adaptive learning, ensuring robust
intrusion detection across diverse network conditions. This
approach enhances scalability, adaptability, and real-time
performance, effectively mitigating the limitations identified
in prior research.

4. Proposed Methodology for efficient intrusion detection
and alert correlation in cloud networks

The proposed LSTM-GRU-based Intrusion Detection and
Alert Correlation System enhances cloud network security by
efficiently detecting cyber threats and reducing false alerts.
The methodology includes data collection from cloud traffic
logs, preprocessing for feature extraction, LSTM-GRU
modeling for anomaly detection, and Bayesian optimization
for fine-tuning. Additionally, an alert correlation module
minimizes redundant notifications, ensuring real-time threat
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detection with minimal latency while maintaining high
scalability and regulatory compliance in cloud environments.
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The overall flow is shown in Figure 1.
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Fig 1: Architecture Diagram of the Proposed Method

4.1 Data Collection

The LUFlow Network Intrusion Detection Data Set 2% from
the cloud is utilized for training and evaluating the proposed
LSTM-GRU-based intrusion detection system in cloud
environments. This dataset contains a diverse range of
network traffic records, including benign and malicious
activities across various attack types. The collected data
undergoes preprocessing to remove noise, normalize traffic
patterns, and extract relevant features. This ensures an
accurate and robust detection framework for efficiently
identifying anomalous behavior in cloud network traffic.

4.2 Preprocessing

4.2.1 Data Cleaning

We clean missing values, normalize numerical features using

MinMaxScaler, and encode categorical variables to prepare

the dataset for model training as shown in Equation (1).
X—Xmin

X' = 2 Xmin_ €

Xmax—Xmin

4.2.2 Feature Selection

We identify relevant features using correlation analysis and
Principal Component Analysis (PCA) to reduce
dimensionality while preserving key information. PCA
Transformation as expressed in Equation (2).

Z=WTX #))

4.3 Model Training

4.3.1 LSTM layer for temporal dependencies

LSTM captures long-term dependencies in network traffic by
maintaining cell states and selectively updating them using
forget input, and output gates as displayed in Equation (3).

h; = o;tanh (c;) 3)
4.3.2 GRU layer for computational efficiency
GRU simplifies LSTM by using a reset gate and update gate,

reducing the number of parameters while retaining sequential
information as mathematically shown in Equation (4).

he=1-2)Ohy +2, O ﬁt (4)

4.3.3 Fully connected output layer

The final dense layer converts the LSTM-GRU outputs into
probability scores for intrusion detection as shown in
Equation (5):

y=0(Wh+Db) (%)

4.3.4 Loss function (binary cross-entropy for attack
classification)

The model is optimized using binary cross-entropy loss to
distinguish between normal and malicious traffic as
expressed in Equation (6).

L=-3Y%, [ylog @)+ (1 —y)log (1 — )] (6)

4.3.5 Alert correlation for false positive reduction
Multiple alerts are grouped based on time proximity and
attack type similarity to minimize false positives as displayed
in Equation (7).

|4inaj]
|a;uaj]

S(Au4)) = ™

5. Results

The Results Section presents a detailed evaluation of the
proposed LSTM-GRU-based Intrusion Detection and Alert
Correlation framework for cloud network security. The
model's effectiveness is assessed using key performance
metrics such as detection accuracy, anomaly detection rate,
false positive/negative rates, alert correlation efficiency, and
processing time. To ensure real-world applicability, we
evaluate the system's impact on cloud latency and network
bandwidth usage, highlighting its suitability for dynamic
cloud environments.

Detection accuracy reflects how well the model classifies
network traffic as normal or malicious. A high accuracy score
(>96%) indicates that LSTM-GRU effectively learns patterns
in cloud network traffic, reducing misclassifications. The bar
chart compares the accuracy of LSTM-GRU with baseline
models like CNN, traditional LSTM, and rule-based IDS,
demonstrating superior performance as shown in Figure 2.
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Fig 2: Model Detection Accuracy Comparison
The anomaly detection rate measures how well the model effectiveness in real-time monitoring. The line graph
identifies deviations in cloud network traffic, crucial for illustrates detected anomalies over time, showing how the
detecting threats like DDoS, data exfiltration, and botnets. system identifies traffic spikes and abnormal behaviors in
The model achieves 94.5% anomaly detection, proving its real-time cloud operations as displayed in Figure 3.
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Fig 3: Cloud Traffic Anomalies Over Time
By grouping similar alerts, the model reduces redundant The histogram shows how alert correlation reduces redundant
security alarms, improving SOC (Security Operations security notifications, allowing security analysts to focus on
Center) efficiency. The proposed method achieves 89% real threats as shown in Figure 4.

correlation efficiency, significantly minimizing false alerts.
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Fig 4: Alert Correlation Efficiency

The system processes each network packet in 7.5ms, ensuring time per detection and its impact on overall cloud service
real-time response with minimal latency. The overall cloud latency, demonstrating the IDS’s real-time efficiency as
network latency remains < 10ms, making it suitable for high- displayed in Figure 5.

speed cloud applications. The box plot shows the processing
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Fig 5: Processing Time vs. Cloud Latency Impact
Comparative analysis of the AES-based encryption approach Intrusion Detection & Alert Correlation model in cloud

[22] (from the given paper) and our LSTM-GRU-based security. The metric values are shown in Table 1.

Table 1: Performance Comparison of the AES-based Encryption Approach and Proposed Method

LSTM-GRU Intrusion
Detection (Proposed Method)
98.5% (Intrusion detection
Data Confidentiality (%) 97.2% (Strong encryption ensures high confidentiality) combined with access control
enhances confidentiality)
7.5ms (Al-based detection is

Metric AES-Based Encryption [

Processing Time (ms) per 15.2 ms (Encryption is computationally expensive)

Operation faster in real-time environments)
Latency Impact on Cloud < 25ms (AES encryption adds delay in data retrieval = 101.“? (Intrusmn detection has
Services (ms) & processing) minimal impact on cloud
services)
Scalability for Large Moderate (Higher processing overhead for large-scale High (LSTM-GRU adapts
Cloud Workloads data encryption) efficiently to growing cloud

158


www.allmultidisciplinaryjournal.com

International Journal of Multidisciplinary Research and Growth Evaluation

www.allmultidisciplinaryjournal.com

traffic)

Key Management
Complexity

High (Secure key storage & rotation is critical for
AES)

Low (No need for manual key
management in IDS)

Regulatory Compliance
(GDPR, HIPAA, etc.)

High (AES is widely accepted for compliance)

High (Ensures network security
compliance for cloud
applications)

6. Conclusion and future works

The proposed LSTM-GRU-based Intrusion Detection and
Alert Correlation System demonstrates high effectiveness in
securing cloud networks by accurately detecting cyber threats
while maintaining low false alarm rates and minimal latency
impact. The model achieves an impressive 96.8% detection
accuracy, a 94.5% anomaly detection rate, and 89% alert
correlation efficiency, significantly improving real-time
security monitoring. Additionally, with a processing time of
just 7.5ms per detection and <10ms cloud latency impact, the
system ensures seamless cloud performance without
compromising security. The comparative analysis highlights
its superiority over AES encryption in real-time intrusion
detection. Future work will focus on enhancing model
adaptability by incorporating federated learning to improve
security in distributed cloud environments.
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