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Introduction

With the rapid advancement of conversational assistance across a variety of industries, generative Al systems such as
ChatGPT have significantly transformed the appearance of human-computer interaction (Hyder et al., 2022; Iskender, 2023)
[9101 The industry has seen revolutionary developments due to the development of generative artificial intelligence (GAI), which
enables companies to build innovative experiences that combine virtual and real-world settings (Mondal et al., 2023)*, For
example, GAI applications can improve consumer loyalty and user engagement, generate personalized information, streamline
businesses' operations, and offer additional advantages (Iskender, 2023; Mondal et al., 2023) [1019],

In November 2022, ChatGPT (Chat Generative Pre-training Transformer, a new generation of Al technology) was introduced,
and in less than two months, over 100 million active users signed up. It has prompted a new wave of global discussion across
various fields (Gilson et al., 2022)l. According to Aydin and Karaarslan (2022), ChatGPT is an OpenAlI-based general-purpose
chatbot that can "generate human-like text." In recognition of this, it is called generative Al to acknowledge its capacity to
generate new content in the form of conversation that is similar to that of a human being (Gimpel et al., 2023) '], It is essential
to investigate how generative Al transforms different sectors. To better understand how it might result in new reevaluations for
the sector (Gimpel et al., 2023; Mondal et al., 2023) [, According to Mondal et al. (2023), this commentary provides a
preliminary look at ChatGPT's capacity to improve the decision-making process.
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In particular, ChatGPT sets itself apart from the conventional
decision-making process by empowering the user to actively
search for extremely pertinent information via a question-
and-answer style (Stergiou & Nella, 2024) %, This swift
adoption has been primarily due to the models' accessibility,
fluency, and capacity to produce content that appears
individualized and legitimate (Stergiou & Nella, 2024) 2],
But this usefulness is essentially undermined by these
systems' tendency to generate inaccurate data, which is
sometimes referred to as hallucinations or misleading
information that is presented with great confidence
(Chernyaeva et al., 2025) Bl Particularly in high-stakes
situations when the user's dependence on the output affects
significant decision-making, these Al-generated errors
represent a serious risk (Nastoska et al., 2025) 2%, When such
defects arise, the dependability of generative Al is directly
called into question, and its impact on user attitudes and
behavior must be carefully considered. Because of the
fundamental conflict between the generative Al's perceived
capabilities and intrinsic unreliability, user trust is a key
component of the responsible integration of these tools
(Wach et al., 2023) 21, The decision to accept and rely on the
Al's output, which in turn affects further user decisions, is
referred to as trust in this context, rather than just a passive
belief (Araujo et al., 2020) ™M,
Despite the growing body of research that has examined these
issues, the existing studies remain scattered and largely
confined to specific domains. A comprehensive, synthesized
understanding of the relationship between ChatGPT’s
inaccuracies and user decision-making is limited. While
evidence is expanding, no consolidated systematic review
maps the specific types and prevalence of ChatGPT
inaccuracies, synthesizes how they collectively influence
trust, acceptance, and reliance. The purpose of this systematic
review is to synthesize the academic literature published
between 2022 and 2025 to examine the impact of ChatGPT
and other Al-generated inaccuracies on user trust,
acceptance, and the subsequent influence on decision-
making, with a particular focus on the role of error
prominence. This review addresses three main questions:

1. What are the types and prevalence of inaccuracies
(hallucinations) generated by Al such as ChatGPT across
different domains in the current literature?

2. What are the consequences of Al-generated inaccuracies
on users’ trust and acceptance across different domains?

3. How do inaccuracies of ChatGPT impact user trust,
acceptance, and reliance on the generative Al-generated
outputs?
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Materials and Methods

Time Period

This systematic review presents a comprehensive overview
of the effect of ChatGPT and other generative Al inaccuracies
on decisions and how they impact Trust and acceptance of
Al-generated output. For this study, we review articles
published between 2022 to 2025. The selected time frame of
2022 to 2025 is justified by the rapid emergence and
widespread adoption of generative Al technologies,
particularly ChatGPT, during this period. While earlier forms
of Al have been studied extensively, the introduction of
ChatGPT in late 2022 marked a shift in the widespread use of
large language models for information creation and decision-
making. By focusing on this time frame, the evaluation
gathers the most current data on how inaccuracies in Al-
generated content impact decision-making, ensuring that its
findings reflect the latest developments and discussions in the
field.

Keywords

This study employs a keyword search strategy, incorporating
specific terms such as “Generative Al AND decision
making”, “ChatGPT AND Decision making”, “Al AND
Trust”, “ChatGPT and Trust”, “Generative AI AND
Inaccurate output”, “ChatGPT AND inaccurate output”. This
methodology ensures a comprehensive review of the current
applications in the field of Generative Al.

Databases

This systematic review sources relevant literature from
Google Scholar, Science Direct, and Scopus, focusing on the
specified timeframe. It includes research related to the
application of generative Al. This database was used because
of its document volume, reliability, the accuracy of the
information, and its advantage of using rigorous original.

Inclusion Criteria

This study incorporates peer-reviewed articles written in
English. It emphasizes studies that highlight the application
of generative Al as well as the impact of incorrect output on
user decision-making.

Exclusion Criteria

Exclusion of non-peer-reviewed materials, papers not written
in English, and studies that fall outside the 2022-2025
timeframe. Additionally, we exclude papers that do not
directly contribute to the application and user decision-
making of Generative Al, such as ChatGPT.
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Fig 1: Prisma Flow Diagram

Prevalence and Types of Inaccuracies (RQ1)

Across different domains, inaccuracies are common. Studies
across law, medicine, travel and tourism, and education have
revealed that even when ChatGPT sometimes provides

appropriate responses, this challenges the reliability of
generative Al systems. The following table summarizes key

[2,28]

Table 1: Prevalence and Types of Generative Al/ChatGPT Inaccuracies Across Domains

types of inaccuracies reported across different domains
(Ayers et al., 2023; Van Dis et al., 2023; Venkit et al., 2024)

Domain Common Types of Inaccuracies Key Findings from Existing Research Representative Studies
Hallucinated cases, fabricated citations, ChatGPT frequen_tly generat_es plaumblg bu_t non-gXIstent (Van Dis et al., 2023;
Law . . legal cases and incorrect citations which is leading to - [27, 28]
misapplied legal precedents - \Venkit et al., 2024) 1"
reliability concerns.
Medicine Fabricated _references, _m_comple;e summaries,| Inaccurate or hallucn_nated medlqal information poses (Ayers et al., 2023) [
incorrect clinical advice patient safety risks
_ Al-generatgd educatl_onal responses sometimes contain (Lund et al., 2025; Rasul
Education | Incorrect factual content, conceptual errors, factual inaccuracies despite confident phrasing, etal., 2023) 1622
misleading learners. v
Science & Hallucmatgd crtations, inconsistent Qata ChatGPT fabricates academic sources and misinterprets 26]
interpretation, incorrect methodological o R - - . (Thorp, 2023)
Research - quantitative data which is affecting research integrity.
explanations
Travel & Misleading destination details, incorrect ChatGPT provides travel information but occasionally . 23]
. ; . - - - (Seyfi et al., 2025)
Tourism information incorrect travel advice due to lack of real-time.
Subtle inaccuracies embedded in fluent, The greatest risk lies in undetectable, fluent inaccurate . 11
General ; : P (Jietal., 2023) (11
persuasive text outputs that users may trust without verification.
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Fig 2: Matrix of Inaccuracies Across Domains

errors decrease the perceived reliability of Al systems and
also shape users’ willingness to adopt and rely on them (Goel
etal., 2024; Ji et al., 2023; Labajova, 2023) [816],

The consequences of Al-generated inaccuracies on users’
trust and acceptance across different domains? (RQ2)

Al-generated inaccuracies, often referred to as
“hallucinations,” have raised significant concerns. These

Table 2: Consequences of Generative Al Inaccuracies on Trust and Acceptance

Sources

(Bommarito 1l & Katz, 2022;
Latif, 2025) [417]

Findings
Decrease professional credibility; increased Legal professic_)nal_s report dimi_nished_ trust aft_e_r Al-
caution in Al use for legal writing generated hallucinations, prompting stricter verification
procedures.

Reduce of patient trust and professional hesitancy|Healthcare users concern for reliability, limiting Al adoption| (Ayers et al., 2023; Khan et
to adopt Al tools in diagnostics and clinical support. al., 2025) [213]

Lowered perceived reliability and academic Teachers and students develop skepticism toward Al- (Kasneci et al., 2023; Lund
integrity risks generated materials, reducing reliance for assessment. et al., 2025) [28]

Fabricated citations undermine confidence in Al-assisted | (Krupp et al., 2023; Lund et
writing and peer-review integrity. al., 2025) [1518]

Users become hesitant to rely on ChatGPT for travel (Zhao et al.,2024 ;Kim et al.,

planning after exposure to inaccurate output. 2025; Shi et al., 2024)1424

(Goel et al., 2024; Ji et al.,
2023; Labajova, 2023) [811.16]

Consequences of Inaccuracies

Threat to academic credibility

Decreased user confidence and acceptance of Al-
based travel recommendations
Decline in overall trust, especially when
inaccuracies appear in fluent and confident
outputs

Representation of even little errors significantly decreases
acceptance and trust in Al-generated information.

implications. Prior studies suggest that user trust, acceptance,
and reliance are not solely determined by the accuracy of Al-
generated responses but are also influenced by user

Inaccuracies of Generative Al, such as ChatGPT, impact
user trust, acceptance, and reliance on generative Al-
generated outputs (RQ3)

Understanding how generative Al inaccuracies shape user
perceptions is critical to evaluating its behavioral

characteristics and Al design features (Azaria et al., 2024; Ji
etal., 2023; Kasneci et al., 2023; Nira, 2025) [31221,
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Table 3: Factors Influencing the Relationship Between Generative Al, such as ChatGPT, Inaccuracies, and User Trust, Acceptance, and

Reliance
Type Key Factors Influence on Trust, Acceptance, and Reliance Sources
User-Related . Users with higher domain knowledge detect inaccuracies more (Azaria e.t al., 202.4; Jiet
User expertise : . X al., 2023; Kasneci et al.,
Factors easily and show lower reliance on ChatGPT compared to novices. 2023) 112
User experience with [User who has experienced more critically evaluate behavior and are (Lund et al., 2025)08
Al less likely to over trust Al outputs. "
When users find complicated tasks, they rely more on ChatGPT Ji et al. (2023); Boji
Cognitive load even whenit provide inaccurate result, increasing potential ‘(2023) » Bo1)
misinformation effects.
Al-Related | Transparency and When ChatGPT provides uncertainty cues, users demonstrate (Ayers et al., 2023) 12
Factors explainability higher trust and acceptance levels. Y "
Error visibility .Obwous errors .redu_ce trust |mmed|ately, whgreas s'ubtle (Borji.2023: Ji et al. 2023)
inaccuracies maintain false confidence and high reliance.
Response fluency and| Highly fluent and confident responses increase user acceptance, (Thorp, 2023) 26
confidence even when content is inaccurate. P,
Contextual | Task criticality (e.g., In high-stakes contexts (e.g., legal, medical), inaccuracies (Ayers et al., 2023) 2
Factors law vs. travel) significantly reduce trust and adoption. Y N
Perceived usefulness Despite inaccuracies, users may continue relying on ChatGPT due (Lund et al., 2025) (18
and convenience to its efficiency and ease of access.
Feedback and .
correction Systems that allow user fee_dback or error correction enhance (Kasneci et al., 2023) 112
- perceived control.
mechanisms
User-related factors Al related factors Contextual factors
Expertise Transparency Task critically
Experience Error vizibili :
— ty Perceived usefulness
|
\ |
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\\ |
™,
™,
\\ |
\ |
AN
\ |
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Fig 2: Factors Affecting Trust, Acceptance, and Reliance
Discussion domains showed more forgiving user behavior.

This study demonstrates that Al-generated inaccuracies
significantly impact user trust, acceptance, and reliance.
Among different examined domains such as law, education,
tourism,  healthcare, and general decision-making,
hallucinations were prevalent, ranging from overt factual
errors to subtle inaccuracies embedded in outputs. The type
of error strongly influences user trust.

User characteristics were found as critical moderators.
Higher domain expertise enabled users to detect inaccuracy
more effectively, whereas less experienced users tended to
over-trust Al-generated outputs, especially when responses
were fluent. Sometimes, cognitive load affected reliance in
complex tasks; users were more likely to accept Al-generated
content despite inaccuracies.

Al design features, such as transparency and feedback
mechanisms, also moderated user trust and acceptance across
contexts. For example, users demonstrated higher trust when
explanation indicators accompanied outputs. Contextual
factors further influenced reliance: high-stakes domains
elicited lower tolerance for errors, whereas lower-stakes

These findings have significant implications. This study
contributes theoretically by framing accuracy perception as a
key construct for future Al trust and acceptance frameworks
across multiple domains. Developers should give priority to
transparency and explainability while fostering digital
literacy among users to minimize reliance on Al-generated
outputs without a clear understanding. Standardized
guidelines for Al accuracy disclosure are important,
particularly in critical professional environments.

Conclusion and Future Directions

This paper emphasizes the dual-purpose aspect of ChatGPT
and generative Al: whereas these systems improve
efficiency, usability, and decision-support capabilities, their
inaccuracies constitute significant risks to adoption, trust, and
reliability. User perceptions are influenced by a number of
factors across different domains, including task complexity,
skill, Al transparency, and incorrect accessibility.
Experimental investigations should be emphasized in future
research to investigate the long-term impacts of ongoing
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exposure to Al errors on behavioral reliance and trust
calibration. A deeper understanding of how users interpret
mistakes emotionally and cognitively can be gained through
interdisciplinary approaches that combine psychology,
communication, and human-computer interaction.

Further research should investigate interventions such as

uncertainty cues,

credibility indicators, and feedback

mechanisms to mitigate misinformation effects. Expanding
research into applied settings will provide a comprehensive
understanding of how generative Al inaccuracies influence
real-world decision-making, thereby guiding developers of
trustworthy and responsible Al applications
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