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Abstract 
The aim of this research is to develop an enhanced reference monitor algorithm for 
Software Defined Networking (SDN) controller for 5G security. It is anticipated that 

by 2025, the network infrastructure should be able to provide connectivity for almost 

everything. This is expected to bring over 50 billion connections which cannot be 

handled by the current 4G. While 4G networks main focus is ubiquitous mobile 

broadband, 5G technology characteristics will have to increase immensely. The 

flexibility provided by software is key to meeting the unforeseen future service 

requirement. In this regard, Software Defined Networking (SDN) has recently 

gathered momentum in the networking industry and specific standard is yet to be 

adopted on how to check security challenges on SDN for 5G. This work proposes to 

adopt 5-ENSURE framework of integrating Reference Monitor (RM) to SDN 

controllers in order to impose access control policy. The Study will also isolate and 

handle malicious packets in a distributed manner among nodes rather than only 

permitting or denying access based on access policy. This work would contribute in 

security standardization of SDN for 5G which is currently under study across the 

world.
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1. Introduction 
Information and Communication network and services demand today is ever becoming more complex as virtually every systems 

and gadgets we use in our daily lives are becoming increasingly dependent on Internet connectivity, ranging from mobile phone, 

cars, smart meters, smart home appliances to critical infrastructures such as: energy, gas, water, transportation, health and 

military. The security of Internet connectivity and information is a critical infrastructure for societies and economies in creating 

a safer world. Addressing this has been a major challenge in developing countries and hence the researcher’s aspirations and 

interest in the area of security in 5G network as the communication industry is moving towards the actualization of 5G.  

It is anticipated that by 2025, the network infrastructure should be able to provide connectivity for almost everything: goods, 

people, processes, content, knowledge, information, things and computing centres in a flexible, truly mobile, and powerful way 
(NetWorks, 2013). This is expected to brings over 50 billion connections by 2020 which cannot be handled by the current 4G 

(Panwar, Sharma, & Singh, 2015) [36]. While 4G networks main focus is ubiquitous mobile broadband, 5G technology 

characteristics will have to increase immensely. 5G will serve many different purposes with respect to reliability, latency, 

throughput, data volume, and mobility (Horn & Schneider, 2015) [18]. The integration of all these characteristics implies a 

complex system that will be difficult to manage, operate, and adapt to changing demands when using current technologies. 

 

1.1 Software Defined Networks (SDN) 
Software-Defined Networking SDN has emerged as a new intelligent architecture for network architecture to reduce hardware 

limitations.  
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The main idea of introducing SDN is to separate the control 

plane outside the switches and enable external control of data 

through a logical software component called controller. SDN 

provides simple abstractions to describe the components, the 

functions they provide, and the protocols to manage the 

forwarding plane along with Mobile IP from a remote 

controller via a secure channel. In conclusion, the inability of 

mutual access between different parts of heterogeneous 

networks would be solved. This abstraction is used instead of 

the common requirements of forwarding tables for a majority 

of switches and their flow tables. Hence, the controller 
monitors network packets, publishes policy, or solves errors 

according to the monitoring results. A number of northbound 

interfaces (connection between the control plane and 

applications) that provide higher level abstractions to 

program various network-level services and applications at 

the control plane. The OpenFlow standard has been exploited 

as the dominant technology for the southbound interface 

(connection between the control plane and network devices). 

This scheme allows on-demand resource allocation, self-

service provisioning, completely virtualized networking, and 

secures cloud services. Thus, the static network would be 

evolved into a truly flexible service delivery platform that can 

respond rapidly to the network changes such as: end-user and 

market needs, which greatly simplifies the network design 

and operation. Moreover, the devices themselves no longer 

need to understand and process thousands of protocol 

standards but they should be capable of understanding 

instructions from the SDN controllers (Akram & Berthou, 
2015). Facing the rapidly growing needs of users, Internet 

service providers cannot afford huge upgrades, adaption, or 

building costs, as hardware elements are expensive. 

Therefore, another advantage of exploiting SDN is to make it 

easier to introduce and deploy new applications and services 

than the classical hardware-dependent standards (Malik & 

Campbell, 2013).  The ultimate goal of SDN is to create a 

network that does not need any the design or adjustments of 

the administrator interference, so, the network can be 

implemented fully automated administration. The 

administrators can manage the network through the controller 

plane more easily with dictating the required policy to the 

routers and switches, while they have a fully function 

monitoring over the network. Software defined networking 

(SDN) is bringing about a paradigm shift in networking 

through the ideas of programmable network infrastructure 

and decoupling of network control and data planes. It 
promises simplified network management and easier 

introduction of new services or changes into the network. Use 

of SDN concepts in 4G/5G mobile cellular networks is also 

being seen to be beneficial (e.g., for more effective radio 

resource allocation through centralization, seamless mobility 

across diverse technologies through a common control plane: 

 

1.2 Reference Monitor 
One of the major landmarks in computer security research 

was the definition of the reference monitor as a central 

location for access control decisions, and the associated 

notion of a Trusted Computing Base (TCB) Liu, S. and Li, 

B., (2020). The classic definition of a reference monitor has 

three properties: 

(1) It is always invoked (equivalently, is unbypassable).  

(2) It is tamper-proof.  

(3) It is verifiable.  
Much research over the last thirty years has been done on the 

first (Anthony, 2015) and second properties, but 

comparatively little research has appeared on the verifiability 

of reference monitors. Given the importance of reference 

monitor correctness, this state of affairs is highly regrettable. 

Bugs in the reference monitor have a high probability of 

directly compromising the security goals of the system, as 

they are in the control flow path for every access control 

decision. While a reference monitor for a file system or other 

resource is often part of the TCB, recent trends in extensible 

operating kernels M and proof-carrying code Open network 

Foundation (ONF), 2013 suggest that it may be possible to 
move some portions of traditional reference monitor 

functionality out of the TCB, as long as computations done 

outside the TCB can be checked within the TCB. Formal 

methods can be difficult and time-consuming to use, and are 

considered impractical for many applications. Because of the 

difficulty of using formal methods, alternative assurance 

techniques have been developed (Ali et al., 2019) [7]. 

Unfortunately, alternative techniques do not provide the same 

confidence in correctness as formal, machine-checked, 

proofs. That formal methods remain the “gold standard” can 

be seen, for example, in the Common Criteria. The paucity of 

general purpose operating systems evaluated at EAL7 (under 

any protection profile) shows the rarity of formally-verified 

reference monitors. 

 

1.3 5G Network 
The 5G networks, as a new wireless communication 

technology, experience a fast development in recent years. As 
shown in Figure 1, this technique has been widely used in 

every corner of our daily life. Compared with the outdated 

commercial 4G (LTE/WiMAX) system, this technology has 

advantages in high data rate, reduced latency, and massive 

device connectivity, making it a fundamental infrastructure 

module for wireless communication in the near future. 

Motivated by its significant advantages, many researchers 

have designed their own protocols (Colville & Spafford, 

2010) to make it fit the requirement of the real applications. 

In this work, software-defined networking (SDN) is one of 

the key design concepts. SDN is an approach to improve 

network performance and monitoring by facilitating network 

management and enabling programmatically efficient 

network configuration (Rafat Jahan, 2020) [37]. By separating 

data and control planes, SDN enables a wide range of new 

innovative applications from traffic engineering to data 

center virtualization, fine-grained access control, and so on 
(Navid et al., 2021E) [30]. It has a proven advantage in many 

commercial networks Ian F. et al. (2019) [20] and therefore is 

also a good choice in the field of 5G networks. Therefore, 5G 

is considered to provide adaptive and flexible centralized 

processing, which allows efficient management of an ultra-

dense mobile network and enables more flexible dedicated 

software solutions across various technology. The flexibility 

provided by software is the key to enabling further innovation 

and to meeting the unforeseen future service requirement. In 

this regard, Software Defined Networking (SDN) has 

gathered momentum in the networking industry in the past 

few years and specific standard is yet to be adopted on how 

to check security challenges on SDN for 5G; The 

sophisticated control provided by SDN opens opportunities 

for better cloud security engineering as well as new 

vulnerabilities which are potentially exposed as new 

technologies are introduced (Trivisonno et al., 2015) [46].
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Fig 1: 5G Networks (Jiaying Yao, et al., 2019) 

 

1.4 Background of the Study 

1.4.1 Origin of SDN and Architecture  
The work towards isolation of control logic from data logic 

has a long history. But it came in limelight in 2006, when 

Martin Casado, a PhD understudy at Stanford University and 

group propose a new security design (SANE) which 

characterizes a unified control of security (rather than at the 
edge as typically done). It states that security should be 

checked at each entrance as well as main entrance in the 

network. Ethane sums it up to all arrangements providing 

ethane switches to provide a hybrid network environment as 

it was not possible to replace the whole existing network 

Guolin, et al., (2020) [15]. The possibility of Software Defined 

Network happened from OpenFlow venture (ACM 

SIGCOMM 2008) (Aditya, et al., 2018) [2]. In 2009 Stanford 

announced OpenFlow V1.0.0 specs and Martin Casado again 

helped and established Nicira in June 2009. In March 2011 

Open Networking Foundation was framed and First Open 

Networking Summit was hung on October 2011. Numerous 

Industries Juniper, Cisco declared to consolidate. In July 

2012 VMware purchases Nicira for $1.26B. SDN is based on 

the concept of data plane and control plane. A network can 

be viewed as constitute of data and control plane. The data 

plane is responsible for forwarding the data as per the flow 

rules and control plane defines the flow rules and control 

decisions necessary for the delivery of user data to right 

destination. In traditional networking this all comprises in a 

single box (e.g. Routers). In SDN the controlling part of the 

network has been decoupled from the inter- networking 
devices to a logically centralized controller and these network 

devices work as the general purpose data forwarding devices. 

For clarity, SDN is described in this article with the Open 

Networking Foundation (ONF) 2013 definition: “In the SDN 

architecture, the control and data planes are decoupled, 

network intelligence and state are logically centralized, and 

the underlying network infrastructure is abstracted from the 

applications.” SDN focuses on four key features: 

a. Isolation of logical intelligence from the devices 

b. A central place for all intelligence and control  

c. APIs between the data logic and control logic i.e. 

controller and devices 

d. Innovation through programmability  

e. Increased Security and reliabilities with complete 

visibility and control over the network 

 

 
 

Fig 2: Architecture of SDN (Hyunwoo et al., 2015) 
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Figure 2 shows the basic architecture of the SDN. The basic 

working of the SDN includes the communication of 

controller with data plane. The controller does this by using 

the open flow protocol. Open flow protocol works as a 

communication medium between the controller and 

forwarding devices and encourages the decoupling of control 

from the network devices. This is a flow based 

communication; each device in the data plane maintains a 

flow table which is managed by the controller. To maintain 

the communication over the network, an open flow controller 

adds and removes the forwarding rules in network switches. 
A forwarding rule is based on the match of the fields (packet 

header, incoming port etc.) e.g. source and destination IP 

addresses and related actions are performed e.g. forward or 

drop a packet. To configure a new policy in switch, the 

controller can modify relevant entries in the flow tables and 

this may also be done in real time. 

 

1.4.2 Traditional Networking and SDN  
In traditional networking the control plane and data plane 

resides inside the networking device. Every device (e.g. 

Routers) has its control plane and takes decisions as per the 

configured policy/protocol as shown in figure 3. Once the 

policies have been configured and flow has been defined it is 

very difficult to change the network behavior in response to 

changing traffic demands. The only way to make an 

adjustment is to change the configuration of all the devices. 
This leads to a bottleneck for the administrators who want to 

scale their network as per the demands. With the increase in 

use of the mobile devices, cloud computing and big data 

demand a great need of change the network behavior in the 

real time.

 

 
 

Fig 3: Traditional Security Architecture (Shin, and Gu, (2018) [41] 
 

Figure 4 shows the conceptual design of SDN where 

controlling part of a network device has been separated to a 

logically centralized controller and networking devices are 

just switches which can work fast and efficiently. Security 

solutions in traditional networks use a lots complex 

mechanism to protect the network namely ACLs, VLAN, 

firewall, NAT etc. These policies are distributed on all the 

networking devices. The policies are topology based; address 

based and even port based which breaks as per the changes in 

network topology or user move.  

A set of all security policies is put in one box i.e firewall and 

it is kept at the entry and exit point of the network as shown 

in figure 3. If an attacker makes it through the firewall it has 

all the access to the network. Distributed firewalls and 

antivirus are implanted on end users to mitigate this but it 

exhibits the complexity of the traditional network and placing 

all the trust in end users. A traditional firewall can only 
prevent threats to access your computer on internet while 

most of the viruses or Trojans are received via emails, 

through file sharing or through direct download of malicious 

programs. Traditional firewall cannot prevent this. In most of 

the firewalls packet filtering is done at network layer and 

transport layer generally. But nowadays there is a 

requirement of more enhanced version of firewalls which can 

even work at Application Layer. Some of the firewalls equip 

with this facility but they all depend on protocol specification 

related to particular applications. Proxy, IDS and IPS try to 

prevent the network attacks but traditional network 

architecture creates bottleneck having control distributed in 

devices which creates a lots of complexity for policy 

enforcement in these networks (Shin, and Gu, (2018) [40]. In 

SDN architecture, above the controller there is an application 

plane which introduces the concept of the programmability in 

the networks. Here we have different applications like traffic 

monitoring, security which can be directly programmed as 

per requirements. While in existing systems the network 

devices are closed boxes where there is no scope of 

programmability and innovation. The concept of network 

programmability is one of the prime implicates of the SDN. 

Until recently most modern network elements (e.g. routers, 

switches or firewalls) supported a small set of interfaces that 

were used to communicate with those elements. These 

typically included a proprietary command line interface 

(CLI), SNMP, CORBA and most recently NETCONF. 

Unfortunately, none of these languages are able to provide a 

complete common solution. They are very static in nature and 
require a priori data model design and declaration. SDN relies 

on having multiple managers, agents and controllers, all 

interacting in symphony of tightly coupled communication 

which leads to the optimizations and abilities which cannot 

be obtained by these old interfacing models. In order to 

realize this new era of communication and interaction, tightly 

coupled and bidirectional streaming interfaces are needed. 

Several application friendly interfaces come into 

consideration including JSON, Google buffers, Thrift and 

more recently the work in IETF’s I2RS (Interface to Routing 

System). 
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Fig 4: Isolation of Control from Devices in SDN (Anon, 2019) 

 

Figure 4 shows the conceptual design of SDN where 

controlling part of a network device has been separated to a 

logically centralized controller and networking devices are 
just switches which can work fast and efficiently. Security 

solutions in traditional networks use a lots complex 

mechanism to protect the network namely ACLs, VLAN, 

firewall, NAT etc. These policies are distributed on all the 

networking devices. The policies are topology based; address 

based and even port based which breaks as per the changes in 

network topology or user move. 

 

1.5 Benefits of SDN  
The separation of the control and data planes increases the 

flexibility of the network to adapt to evolving networks. One 

of the major benefits for operators and service providers is 

reduction in operation cost due to centralized management, 

efficiency in operations and existing hardware being fully 

utilized. The ability of the networking infrastructure to be 

programmable and manageable makes it scalable and more 

dynamic. Other expected benefits include increased network 
reliability and security discussed in this paper in addition to 

better user-experience due to SDN ability to adapt to dynamic 

user-needs. SDN is also expected to manage inflow of traffic 

from internet of things (IoT) devices by segmenting the 

traffic and helping to organize the data. Furthermore, SDN is 

expected to enable networks keep pace with the speed of 5G 
networks, as a new wireless communication technology, 

experience a fast development in recent years. As shown in 

Figure 5, this technique has been widely used in every corner 

of our daily life. Compared with the outdated commercial 4G 

(LTE/WiMAX) system, this technology has advantages in 

high data rate, reduced latency, and massive device 

connectivity, making it a fundamental infrastructure module 

for wireless communication in the near future. Motivated by 

its significant advantages, many researchers have designed 

their own protocols (Metzler, 2021) [29] to make it fit the 

requirement of the real applications. In this work, software-

defined networking (SDN) is one of the key design concepts. 

SDN is an approach to improve network performance and 

monitoring by facilitating network management and enabling 

programmatically efficient network configuration (Kreutz et 

al., 2020). By separating data and control planes, SDN 

enables a wide range of new innovative applications from 
traffic engineering to data center virtualization, fine-grained 

access control, and so on (Shirali and Ganjali, 2018) [43].

 

 
 

Fig 5: Comparison of Traditional Network and SDN 

 

It has a Future Internet of 14 proven advantages in many 

commercial networks (Akhunzada, et al., 2019) [4] and 
therefore is also a good choice in the field of 5G networks. 

Despite these advantages, forming such an SDN-based 5G 

network is not free, and there remains a lot of challenges 

when it comes to security. This is because the intelligence 

centralization of SDN is vulnerable for various attacks. 
Several research works on SDN have already investigated 

security applications built upon the SDN controller, with 

different aims in mind. Distributed Denial of Service (DDoS) 
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detection and mitigation (Dabbagh,et al., 2018) [13], as well 

as botnet (Wang, et al., 2019) [20] and worm propagation 

(Ying-Dar et al., 2017) [49], are some concrete use-cases of 

such applications: basically, the idea consists of periodically 

collecting network statistics from the forwarding plane of the 

network in a standardized manner (e.g., using OpenFlow), 

and then apply classification algorithms on those statistics in 

order to detect any network anomalies. If an anomaly is 

detected, the application instructs the controller how to 

reprogram the data plane in order to mitigate it. Another kind 

of security application leverages the SDN controller by 
implementing some moving target defense (MTD) 

algorithms. MTD algorithms are typically used to make any 

attack on a given system or network more difficult than usual 

by periodically hiding or changing key properties of that 

system or network. In traditional networks, implementing 

MTD algorithms is not a trivial task since it is difficult to 

build a central authority capable of determining for each part 

of the system to be protected which key properties are hidden 

or changed. In an SDN network, such tasks become more 

straightforward thanks to the centrality of the controller. One 

application can, for example, periodically assign virtual IPs 

to hosts within the network, and the mapping virtual IP/real 

IP is then performed by the controller (Li, 2020). Another 

application can simulate some fake opened/closed/filtered 

ports on random hosts in the network in order to add 

significant noise during the reconnaissance phase (e.g., 

scanning) performed by an attacker (Scott-Hayward et at., 

2019) [39]. Additional value regarding security in SDN 
enabled networks can also be gained using FlowVisor 

(Kreutz, et al., 2020) and FlowChecker (Shin, and Gu, 2018) 
[40], respectively. The former tries to use a single hardware 

forwarding plane sharing multiple separated logical 

networks. Following this approach, the same hardware 

resources can be used for production and development 

purposes as well as separating monitoring, configuration and 

internet traffic, where each scenario can have its own logical 

topology which is called slice. In conjunction with this 

approach, FlowChecker (Kreutz, Ramon and Verissimo 

2020) realizes the validation of new OpenFlow rules that are 

deployed by users using their own slice. SDN controller 

applications are mostly deployed in large-scale scenarios, 

which require comprehensive checks of possible 

programming errors. A system to do this called NICE was 

described in 2012. Introducing overarching security 

architecture requires a comprehensive and protracted 

approach to SDN. Since it was introduced, designers are 

looking at possible ways to secure SDN that do not 

compromise scalability. One architecture called SN-SECA 

(SDN+NFV) Security Architecture. 

 
Table 1: Security Problems in 5G Networks (Jiaying Yao et al., 

2019) 
 

Channel Type IP Spooling MITM Attack Replay Attack 

Control Channel yes yes yes 

Data Channel yes yes yes 

 

Unlike the conventional network (2G, 3G, 4G), SDN 

separates the control plane from the data plane. The control 

plane composes of a (logically centralized) controller which 

interacts with the data plane component such as switches via 
its southbound interface (SBI); Network application such as 

network traffic routing applications interacts indirectly with 

the data plane components via controller’s northbound 

interface (NBI) applications; Open Flow is the major 

communication protocol used by SDN (5G-ENSURE, 2016) 
[1]. This work proposes to adopt 5-ENASURE framework of 

integrating reference monitor to SDN controllers that handles 

every message that comes in and out of the controller; The 

reference monitor simply drops a malicious packet or allows 

access to network resources according to a given access 

control policy (5G-ENSURE, 2016) [1]. This research takes a 

step further to enhance the capability of the reference monitor 

through the design of an algorithm that isolate such packet 

and make its handling a distributed task among nodes. Figure 

5 shows the SDN components and its interaction including 

the reference monitor where the proposed algorithm will be 

position.

 

 
 

Fig 5: SDN Components (5G-ENSURE, 2016) [1] 
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1.6 Problem Statement 
Software Defined Networking (SDN) has gathered 

momentum in the networking industry in the past few years 

and specific standard is yet to be adopted on how to check 

security challenges on SDN for 5G. Most recent works have 

focused in securing SDN controller because threat to the 

controller is considered to be a major threat to the entire 

network (Chen et al., 2015). One of them is the work by 5G-

Ensure, 2016 [1], in its framework called D3.2 5G-PPP 

security enablers open specifications (v1.0), that integrates 

reference monitor to SDN controller in order to handle 
messages in and out of the controller. The reference monitor 

simply drops any incoming malicious packet or allow it 

access to network resources according to a given access 

control policy. This research is proposed to improve on the 

capacity of the reference monitor in v1.0 as proposed by 5G-

Ensure, through the design of an algorithm that isolates 

suspicious packets and handles it in a distributed manner 

across nodes. 

 

1.7 Aim/Objectives 
The aim of this research is to improve reference monitor of 

SDN controllers to be able to isolate suspicious packet in a 

distributed manner among nodes. 

The Objectives are to: 

1. Develop algorithms for the isolation of malicious 

packets and distribution point action in the reference 

monitor of SDN Floodlight controller  

2. Simulate the developed algorithms in 1 using mininet 
tool 

3. Deploy and validate the simulated algorithms in (2) in 

5G and IoT Testbed 1 at Melbourne Innovation Districts 

(MID) 

4. Evaluate the performance of the algorithms using False 

Positive and False Negative metrics and the controller 

using OFLOPS tool 

 

1.8 Significant of study 
This study would contribute in security standardization of 

SDN for 5G which is currently under study across the world. 

As the major task in securing SDN is to secure the control 

plane, the enhance reference monitor of the SDN controller 

in this research would improve security. 

 

2. Literature Review 
The controller is the core of the SDN architecture and if the 
controller is compromised, the entire network is 

compromised. To date, several approaches to SDN security 

have been proposed. 

Sánchez et al., (2014) analyzed vulnerabilities in SDN and 

network function virtualization (NFV) for 5G and propose a 

self-healing framework. This work is centered on recovery of 

the network when abnormality is observe using measure of 

degradation (broken state) as performance metric. However, 

this approach is applicable when attack has successful 

tempered with the network. In order word the SDN controller 

might have been compromised before such measures would 

come in play.  

Cho et al., (2014) proposed self-defined Radio (SDR) and 

SDN as the solution for high performance in 5G. They 

presented a cross layer architecture combining the 

characteristics of SDR and SDN to enhance network 

performance. However, security implication was not taken 
into consideration. 

Hong, Xu, Wang, and Gu (2015) [6], in an effort to mitigate 

network topology poisoning attack on SDN, developed 

TopoGuard; an extension of to SDN controller that provide 

real-time automatic detection of such attack. However, 

TopoGuard only guards against topology poisoning of 

floodlight SDN controller and since reference monitor serves 

as gateway to the SDN controller, such mechanism could 

effectively be implemented there. 

Liyanage et al., (2015), proposed a multitier security 

approach to secure Software Defined Mobile Network 

(SDMN) for 5G network. They employed Host Identity 
Protocol (HIP) and IPsec tunnel to secure communication 

channels. Also, access control was implemented at the mobile 

backhaul by policy based communication. This security 

mechanism successfully addressed spoofing and DoS attack. 

However, security was implemented on communication 

channels and more work is further needed on the control 

plane of the SDN controller. 

Akyildiz, et al., (2015), worked on a software defined 

networking architecture for 5G wireless system called 

SoftAir. The SoftAir leverage on network function 

cloudification and network virtualization to enhance 

flexibility, scalability and resilience. However, the control 

plane of the SDN controller needs to be enhanced. 

In 2015, Adrian, Louis, Evangelos, George, & Nikolaos, 

identified network assets and the security threats associated 

with it; challenges and risks arising for these assets. They 

came up with 6 technical recommendations and 3 

organization recommendations for SDN/5G. 
 

2.1 Opportunities for security enhancement in SDN  
SDN system-wide complete view of network, 

programmability through open application programming 

interfaces, and control of policies through a centralized entity 

controller provides various ways for security enhancement 

and threat mitigation. SDN opens up a new platform to create 

customized security algorithms (Feldmann et al., 2021). SDN 

supported network proffer a central place for data collection 

from network devices and new security approaches assumes 

a centralized data model which was not possible in 

conventional networks. This is an extreme transformation 

which has positive ramification for various algorithms related 

to network monitoring, and firewall methodologies (ND 

Szabo et, al., 2019). In this section we will analyze how SDN 

work with different terminologies like network monitoring, 

network verification & automation, threat detection and 
response, which can identify promising future research 

directions in these networks. 

 

2.1.1 Network Monitoring 
Network monitoring is the fundamental part for network 

security. Actually, suspicious traffic patterns can be found by 

collecting the real time data from the network and testing it 

for security breach through various anomaly detection 

algorithms, For example an attacker can use scanning tools to 

know the network behavior before doing attack operation. In 

this case network monitoring becomes more important. 

Network monitoring in SDN, based on open flow consists of 

collection of flow based data at controller side which is a 

natural open flow process in SDN. This can be achieved in 

two ways. One through the push operation, when a switch 

tells the controller about the flow that it is expired (Flow 

Removed Message). Another way is pull operation when  
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controller asks the forwarding devices to know the status of 

flows through Flow Statistics Request and Flow Statistics 

Reply messages. Flow Sense (Zheng Ma et al., 2020) is an 

example of push operation.  

 

2.1.2 Network Verification and Automation:  
Manual policy configuration is always the error prone and 

there should be some automation techniques for 

configuration verification and consistency. A survey from 

Gartner points out that, in a passage of year 2010 to 2015, 

most of network blackouts affecting vital administrations are 
because of manual configurations and process related, and 

over half of them coming from policy changes i.e. 

reconfigurations and updates issues (H. Hung Cho et. al., 

2019). In SDN when there are more than one controller, 

several applications and multiple users running concurrently 

in the same domain, this may lead to inconsistency and policy 

violation issues. This can cause several network faults like 

loops, blackholes and access control issues. Moreover in big 

networks where there are many switches, controllers need to 

install thousands of flows dealing with many flow tables, 

controller can install approximately 50000 new flows every 

second (Shin, et al., 2018) [41], there should be brisk, efficient 

approach to guarantee security consistence, adaptation to 

non-critical failure, and quick failover. The good work 

around there, Flow Checker (Mehdi, et al., 2019) is property-

based verifier tools that find different misconfiguration inside 

the network. Flow Checker uses Binary Decisions Diagrams 

and encodes switch flow-table configuration to create a state 
machine depicting the flow statistics of forwarding devices in 

the network. NICE (Rafat Jahan 2020) [37] is also another 

error finding tool in SDN configurations. Moreover except 

these solutions which are used before the network start or 

application installation, VeriFlow (Anthony, 2019) [9] is an 

on-fly arrangement which check network accuracy in real-

time as the network advances progressively. NOX controller 

also has an inbuilt error checking solution called FORTNOX 

(Ying-Dar et al., 2017) [49] which identify conflicting flow 

rules in real-time  

 

2.1.3 Improvised Threat Detection 
In SDN, controller provides a complete view of the devices 

which is very much favorable for threat detection. The open 

flow switches do not have by default communication policy 

as in L2 learning switches, OF switches follow the 

instructions from controller and controller can reprogram the 
data plane devices in the network to conduct analysis for 

suspicious data and malicious device in the network (Shin 

and Gu, (2018) [42]. Most of the traditional security systems 

provides security on Layer 3 and layer 4 and cannot detect 

the malicious payload at application level, in case of 

application level security in SDN there is need to send all the 

packets to controllers which create an overhead on controller 

and respective links. To avoid this situation Mehndi et al., 

2019 propose an algorithm which is based on the number of 

unsuccessful connection attempts of fake request. It sends 

only those packets to the controllers which are suspicious 

based on the given algorithms. Microsoft is also using SDN 

solutions in its data centers for malicious traffic detection  

(Scott-Hayward et al., 2019) [39]. With a very large 

infrastructure of Microsoft conventional packet inspection 

technology like port mirroring and switch port analyzer 

(SPAN) are not feasible which require a lots of physical ports 

and accounting arrangements. In SDN this can be easily 

configured through controller by using the virtual ports 

(Ying-Dar et al., 2017) [49]. Radware has used the SDN 

platform for innovative security solution and provided 

Defence Flow for detecting malicious network attacks like 

DoS (Feldmann et al., 2021). For research and development 

the open source version of the same has also been provided. 

 

2.1.4 Dynamic Response to Threats  
SDN system-wide complete view of network, 

programmability through open application programming 

interfaces, control of policies through a centralized entity 

controller bolsters the security providers as well researchers 

and opens up a new ways to provide a dynamic response to 

threats. Due to the lack of centralized control in legacy 

network the only response is to drop the malicious traffic but 

in case of SDN we can redirect the traffic for forensics by 

reprogram the switches dynamically through the controller. 

FRESCO (Scott-Hayward et al., 2019) [39] and FORTNOX 

are the example of SDN enabled dynamic response to threats. 

Also Colville & Spafford 2021 [12] reveals that lack of 

integrated network control creates network management 

challenges and the error prone configuration process triggers 

network faults, bugs, and security lapses. Feldmann et al., 

2021 suggest that because of inflexibility, network 
innovation has essentially stagnated. However, SDN model 

frontally addresses this challenge by separating the packet 

forwarding functionality of the forwarding devices or data 

plane from the control element or control plane (Shirali and 

Ganjali, 2018) [43]. The separation technique which is 

technically called decoupling remains a key feature of SDN. 

Decoupling spawns innovative network architecture where 

the network switches functions such as basic forwarding 

devices and the control logic is implemented in a logically 

centralized controller (Scott-Hayward et al., 2019) [39]. 

Akhunzada et al., 2019 [4], argue that the integrity and 

security of SDNs remain unproven regarding the placement 

of management functionality in a single centralized virtual 

server making it easier to compromise the whole network 

through a single point of failure. However, Medhi et al., 

2019, claim that SDN provides a unique opportunity for 

effectively detecting and containing network security 
problems in home and office networks. The research findings 

of Medhi et al., 2019, reveal four prominent track anomaly 

detection algorithms which can be implemented in an SDN 

framework using Open flow compliant switches and NOX 

(open source development platform for C++ based SDN 

control applications) as a controller. They further indicated 

that these algorithms are significantly more accurate in 

detecting malicious activities in the home networks in 

comparison to the Internet Service Provider (ISP) (Anon, 

2019). SDN’s major security issue is being self-secure. 

Kreutz et al., 2020 advocated incorporating security and 

dependability into the SDN architecture from the ground 

level up. According to them, SDN is susceptible to several  
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threats such as forged traffic flow to attacking network 

entities; Denial of Service (DoS) attacks on switches, 

controllers and control plane communications (Malik et al., 

2018). Potential attacks on the interface between the 

controller and high-level applications, exploiting the 

weaknesses in Secure Socket Layer (SSL) and Transport 

Layer Security (TLS) protocol implementations in addition 

to switches in the network may be hijacked or exploited 

(Navid et al., 2021) [30]. These are missing gaps that this study 

will attempt to address on the security issues in the evolution 

of SDN and its adoption by service providers in Nigeria. 
Kreutz et.al. 2019 [22] proposed stringent authentication 

mechanisms and trust models which could counter common 

identity-based attacks as few of the potential solutions to the 

identified threats inherent in the current SDN is a monotony 

regime (Panwar et al., 2015) [36]. Therefore, there is need to 

diversify the protocols, controllers, and tools employed and 

consequently reduce common implementation vulnerabilities, a 

major focus of this study. Shin et al., 2018 [41] propose 

FRESCO, a security specific application development 

framework for OpenFlow networks for securing the design of 

SDN. FRESCO simplifies transferring of the application 

programming interface (API) scripts to enabling the 

development of threat-detection logic and security 

monitoring as programming libraries (Adrian et al., 2018). 

But Akhunzada et al., 2019 [4] state that, FRESCO does not 

improve the security of the application and infrastructure 

layers of SDN. As alternatives, (Shirali-Shahrez and Ganjali 

2018) [43] propose FleXam, a sampling extension for 
OpenFlow to enhance the security of SDN while Shing and 

Gu 2018 [40], propose Cloud Watcher, a framework for 

monitoring clouds. Kreutz et al., 2020 propose L-IDS, a 

learning intrusion detection system to protect mobile devices 

in a specific location which they regard as a prominent 

solution for security enhancement. Also, Wang et al., 2019 
[20] offer a systematic approach to detecting and resolving 

conflicts in an SDN firewall by checking firewall 

authorization space and flow space using ‘header space 

analyses’ to investigating the effectiveness and efficiency of 

this approach in addressing security analyses threats. Shin 

et.al. 2020 [42] suggest the use of connection migration, an 

extension to the data panel to reducing interactions between 

data and control panel to addressing DoS attacks on the 

southbound interface. This is like the approach proposed by 

Ying-Dar et al., 2017 [49], for reducing the traffic overhead to 

the controller and providing NFV through an extended SDN 
architecture. Their evaluation show that in the extended SDN 

architecture, only 0.12 percent of the input traffic is handled 

by the controller extended, while 77.23 percent is handled on 

the controller in conventional architecture (Dabbagh et al., 

2018) [13]. Akhunzada et al., 2019 [4] also claim that, 

OpenWatch, an adaptive method of flow counting to detect 

anomalies in SDN is a credible solution for security analyses 

and is expected to improve the overall security of Network  

protocols such as OpenFlow Ali et al., 2018 points out, that 

as cyber-threats continue to evolve and become more 

sophisticated, the potentials of a highly configurable network 

attack is catastrophic. 

Furthermore, 5G-ENSURE (2016) [1] proposed a specification 

for 5G security architecture. Part of their specification is on 

Management and virtualization Isolation enablers open 

specification using SDN. They specify reference monitor 

(RM) to be integrated into SDN controllers to impose access 

control policies. However, this controller only permits or 

denies packets access according to access control protocol.  

That is why this research is proposed to improve on the 

capacity of the RM proposed by 5G-ENSURE through the 

design of an algorithm that isolates suspicious packets and 

handles it in a distributed manner across nodes. 

 

3. Methodology  
This section shows the methodology used in carrying out the 
research. 

The overall framework and steps used in carrying out the 

research in different phases base on the research objectives 

would be achieved through the following steps is shown in 

Figure 6. 

 

 
 

Fig 6: Overview of the Methodology 

 
Step 1-Objective (1) would be achieved through the 

following step 

1) The RM would first analyze the incoming packet 

2) If the packet is suspicious then 

 

The RM isolate the packet and assign the further of the packet 

across nodes 

If packet is malicious, then discard 

Else, allow the packet to pass. 

3) Else, allow packet passage 

 

Figure 7 shows the flow chart of the proposed algorithm. The 

algorithm was implemented using floodlight controller. It has 

more features such as REST API and support non-OpenFlow 
domains. It also has generally good documentation that 

surpasses that of other controllers such as Beacon 

(Suomalainen et al., 2014) [45].
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Fig 7: Proposed Algorithm Flowchart 

 
Step 2: Objective (2) would be achieved using Mininet tool 

whose switches support distributed network topology and 

openflow protocol networks. In Mininet, network is created 

from a single, simple Python API and need for 

installation/configuration of multiple orchestration systems is 

avoided. Mininet’s experimental cluster support would be 

deployed to distribute the virtual testbed across multiple 

physical (or virtual) servers (Lantz & O'Connor, 2015) [23]. 

This would be used to monitor how malicious packets are 

isolated and handle across multiple nodes. To make creation 

of a virtual testbed more convenient, Lantz & OConnor 
(2015) [23] suggested the extension of Mininet’s Host class by 

the addition of a server class. 

Step 3: To achieve objective (3), the simulated algorithm 

would be deployed in 5G and IoT Testbed 1 at Melbourne 

Innovation Districts (MID). 

Step 4: Objective (4) which is performance evaluation would 

be measured using False Positive (FP), False Negative (FN), 

True Positive (TP) and True Negative (TN). These values 

would be obtained by calculating the sensitivity, specificity, 

Positive Predictive Value (PPV), Negative Predictive Value 

(NPV), False Positive Rate (FPR) and False Negative Rate 

(FNR) on the test packets. These terms are defined as: 

1. False Positive (FP) is the number of packet isolated and 

handled accordingly that are not malicious 

2. False Negative (FN) is the number of malicious packets 

the algorithm fails to isolate and handle accordingly. 
3. True Positive (TP) is the number of malicious packet 

successfully isolated and handled accordingly. 

4. True Negative (TN) is the number of non-malicious 

packet identified as malicious and isolated and handled 

accordingly. 
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5. Sensitivity, also called True Positive Rate (TPR), is a 

measure of how well the algorithm correctly isolates and 

handles malicious packet. 

6. Positive Predictive Value (PPV), also known as 

precision, is the probability that a positive prediction is 

correct. 

7. Negative Predictive Value (NPV) is the probability that 

a negative prediction is correct. 

8. False Positive Rate (FPR), is the measure of how much 

the algorithm fails to isolate and handle accordingly 

malicious packets. 
9. False Negative Rate (FNR) measures of how much the 

algorithm isolate and handle accordingly non-malicious 

packets. 

 

3.1 Simulation Setup 
The experimental setup for SDN consists of a controller, open 

flow switches and hosts as shown in figure 8. For conducting 

analysis on SDN we are using Mininet. Mininet is SDN 

network emulator based on Linux. It consists of miniEdit tool 

which is used for creating the network topology. First the 

setup is tested for defined topologies with hub code. The hub 

code is added with the functionalities L2 learning switch. 

Then setup is tested with openflow supported switch. For 

simulation purpose there are various tools which are used for 

analysis of SDN. A virtual image of mininet is provided by 

github that need to be imported in virtual box. This image 

does not support graphics so it is needed to use xming server 

on the host computer. Host computer is used to connect with 
mininet image. Several network analysis utilities have been 

used with mininet for conducting the experiments on the 

reference monitor. For checking the real time traffic patterns 

of the algorithms wireshark was used. Wireshark is a utility 

which is used for packet filtering and network analysis in the 

network.  

 

 
 

Fig 8: The Integration of SDN Controller 

 

3.2 Implementation of the Algorithm 
Proposed architecture has been implemented by using 

Mininet emulator tool, which is inexpensive and quickly 

configurable network emulator. Mininet is a standard Linux 

based networking emulator where virtual topologies like 

virtual host, switch and link can be created. It also supports 

OpenFlow protocol which can be used for computer network 

based SDN simulation. Mininet is also great way to enhance, 
share, and experiment with OpenFlow and Software-Defined 

Networking systems. By single command Mininet creates 

realistic virtual network, runs collection of end-hosts, 

switches, routers, and links on a single machine (VM, cloud 

or native). Mininet released under a permissive BSD Open 

Source license which is actively developed and supported. 

 

 
 

Fig 9: Virtual Network with end-hosts, switches, routers, and links on a single machine 



International Journal of Multidisciplinary Research and Growth Evaluation www.allmultidisciplinaryjournal.com  

 
    237 | P a g e  

 

3.3 Performance Evaluation 
To test the performance and functionality of the 

automatically generated reference monitor, we manually 

wrote the code to link the reference monitor with 

cryptographic libraries and administrative interfaces. These 

components were then integrated into a HTTP server. While 

building the test system around the verified reference monitor 

was not conceptually challenging, it was necessary to make a 

number of modifications and extensions to the tools and 

utilities we used. In addition to providing a working system 

that confirms our belief in the potential for verified 

components of a trusted computing base, we also produced 

improvements in a standard web server and cryptographic 

library interface that will be useful for other projects. 

 

 
 

Fig 10: Implementation Scenario of SDN from Mininet 

 

Figure 10, shows the implementation scenario of SDN based 

proposed security application with SDN/Openflow. When a 

source host send a data packet to destination, the openflow 

switch check for the matching entry in flow table if a match 

is found in switch flow table the related action is taken, i.e. 

the packet is dropped or send to the destination. If no match 

is found the packet is sent to the controller. The controller 

sends the packet to the security application policy analysis. 

The security application first parses the received packet, 

checks whether the incoming packet violates the security 

policies or not and enforces a flow rule based on the security 

policies. Finally this rule is delivered to switch by the SDN 

controller and switch update the rule in its flow table. Packet 
is blocked based on some event associated with an attack 

signature in the openflow network through Packet_event 

messages and further packets from this sender blacklisted by 

the security application. Moreover with the programmability 

in handling suspicious and malicious traffic can also be 

redirected to a sandbox or quarantine dynamically as per 

demand. 

 

The novelty is 
1. Network monitoring and reporting in SDN is more 

powerful with centralized view and control of the 

network through the controller. 

2. Most of the security algorithms supports and work more 

efficiently on centralized environment as compare to 

distributed approach which is best fit for network threat 

detection in SDN. 
3. With the help of programmability and control, we can 

generate dynamic responses to the network threats in a 

more effective way.  

 

 
 

Fig 11: Centralized View of Network Monitoring and Reporting in SDN 
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3.3.1 Symmetric Encryption Module  
Symmetric Encryption Module (SEM) provides a symmetric 

key cryptosystem to encrypt resources in our system. There 

are three functions in this module: 

1. Symmetric Key Generator (SKG): in this function three 

random k-bit keys K1, K2, and K3 and a random b-bits key 

KX are generated using RandGen function. Here, k is the size 

of key in Pgen algorithm and b is the size of each block of 

original message M in AONT algorithm. The resulted key is 

K = (K1, K2, K3, KX), which is used in SE function, SD 

function. 

2. Symmetric Encryption (SE): the function encrypts 

message M using the keys K1, K2, K3, and KX. Algorithm 1 

shows the SE algorithm.  

3. Symmetric Decryption (SD): the function decrypts 

ciphertext C using the keys K1, K2, K3, and KX. The SD 

algorithm is shown in Algorithm 2. 

 

 
 

3.3.2 Asymmetric Encryption Module  
The aim of Asymmetric Encryption Module (AEM) is to 

provide a public-key cryptosystem used for sharing the keys 

of resources. It contains three functions including, 

Asymmetric Key Generator (AKG), Asymmetric Encryption 

(AE), and Asymmetric Decryption (AD). The module can be 

implemented using a public-key cryptosystem such as RSA.  

3.3.3 Re-Encryption Module  
Re-Encryption Module (REM) consists of two functions to 

provide a proxy re-encryption mechanism for access control 

policy updates:  

1. Re-encryption Key Generator (RKG): the function 

generates re-encryption keys sent to the server when policy is 

updated. It is implemented using Algorithm 3.  

2. Re-Encryption (RE): the function is used when the data 

owner needs to update his policies by re-encrypting the 

cipher-text with the new key. Details of this function are 

shown in Algorithm 4. 
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4. Expected Outcome/Contribution to Knowledge 
At the end of this research, integrated reference monitor to 

SDN controllers should be able isolate and handle malicious 

packets in a distributed approach among nodes rather than 

permitting or denying access based on access policy. This 

would facilitate SDN to have Intrusion Detection System 

(IDS) capabilities rather than depending on expensive IDS. 

 

 
 

Fig 12: Handling Packets based on Access Policy 

 

In a typical selective encryption based access control 

enforcement mechanism, changing policy may need the 

update of some resources’ encryption keys. Therefore, these 

resources should be re-encrypted using new encryption keys. 

Reaching this purpose necessitates conducting the three steps 

of receiving the resource from the server, decrypting it with 

the old key and re-encrypting it with the new key, and finally, 

sending the encrypted resource to the server. 

 

 
 

Fig 13: Performance Evaluation Chat 

 

An attempt has been made to find the number of packets 

isolated and handled accordingly that are not malicious which 

is 6 and the number of non-malicious packet identified as 

malicious and isolated and handled accordingly is 2, 

Sensitivity, also called True Positive Rate (TPR), is the 

measure of how well the algorithm correctly isolates and 

handles malicious packet to be 4. We measure precision to be 

5 that is the Positive Predictive Value (PPV) as the 

probability that a positive prediction is correct, but the 

Negative Predictive Value (NPV) is 2 which is the probability 
that a negative prediction is correct. Then we measure False 

Positive Rate (FPR) and False Negative Rate (FNR) to be 3 

and 1 respectively that indicates the measure of how much 

the algorithm fails to isolate and handle malicious packets 

accordingly and the measures of how much the algorithm 

isolate and handle non-malicious packets accordingly. It is 

concluded from Fig.13 that False Positive has the highest 

number of packets isolated  (without malicious attack) have 

more in PPR as compared to TPR with number of malicious 

attack because under attacks it does not allow the more 

packets to pass to their neighbor nodes. As Fig. 13 indicates 

that False Negative Rate (FNR) decreases drastically with the 

least number of malicious node and drops less packets 

because it doesn’t allow the packet to flow further. 

 

5. Conclusion 
Both academia and industry are embracing SDN and NFV at 

unprecedented speed as technologies to overcome the 

challenge of management and orchestration of resources in 

5G networks and meet different vertical’s requirements. SDN 
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and NFV promise to provide and implement new capabilities 

and solutions for enabling future 5G networks control and 

management to be adaptable, programmable and cost-

effective. As it was shown, many different researches are 

trying to provide faster and more reliant base for 5G wireless 

networks. SDN as the main component of providing the 

virtualization, gained increasingly attraction. In this paper, a 

survey among different recent papers in this area has been 

carried out, and the main goal of each technique to improve 

different parts of this scheme has been reviewed. Meanwhile, 

the proposed architectures and basic rules of each paper have 
been extensively clarified. However, there can be more ways 

to develop these schemes, as the 5G is still at the middle 

stages of researches. The 5G network will consist of a huge 

number of devices, applications and technologies. Sharing 

the spectrum and the bandwidth over each single LAN 

domain among larger and larger number of users is an 

avoidable concepts. Providing more flexible network with 

high rate throughput is still needed to be more investigated. 

Also a number of different algorithms and a considerable 

amount of empirical have done to compute least path in 

existing network. The d implementations of minimum path 

algorithms have remained important research topics within 

related disciplines such as operations research and computer 

science. This paper implements reference Monitor Algorithm 

for Software Defined Networking controller and Mininet 

emulator. For future works, we will implement shortest path 

algorithm in SDN and compare the result with each other to 

compute the best minimum path finding algorithm. 
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